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Abstract. Diabetes is a common and increasing chronic disease worldwide with a 

large number of undiagnosed cases. An optimal early-stage prediction model is 

needed to support early prevention. This study has examined the combination of 

oversampling techniques with classifiers to determine the optimal models for early-

stage diabetes prediction. Synthetic Minority Over-sampling Technique (SMOTE) 

and Adaptive Synthetic Sampling (ADASYN) methods are used to overcome class 

imbalance. Random Forest (RF), Extreme Gradient Boosting (XGB), Multilayer 

Perceptron (MLP), and hybrid models combining two of these classifiers were 

evaluated to determine the most effective model. The combinations of the Synthetic 

Minority Over-sampling Technique with Random Forest (SMOTE + RF), Adaptive 

Synthetic Sampling with Random Forest (ADASYN + RF), as well as Adaptive 

Synthetic Sampling with Extreme Gradient Boosting and Multilayer Perceptron 

(ADASYN + XGB-MLP) demonstrated the highest accuracy at 99.04% with an F1-

score of 0.99. Combining oversampling techniques with these classifiers enhances 

the accuracy of prediction while addressing class imbalance, and thus a useful tool 

for early diabetes detection. 
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1 Introduction 

Diabetes is a global non-communicable chronic disease defined by high 

glucose levels resulting from inadequate insulin production or resistance. It could 

cause life-threatening complications, including cardiovascular disease, nerve 

damage, kidney damage, and alzheimer  [1]. More than 500 million individuals 

worldwide are affected by diabetes, including all age groups and genders. In the 

next three decades, the number are projected to double to 1.3 billion. Diabetes 

accounts for one of the top ten leading causes of death and disability worldwide, 

with an estimated global prevalence of 6.1%. One of the main issues is the high 

proportion of undiagnosed cases. About 44.7% of diabetes patients are unaware of 
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their condition [2]. It can increase the risk of complications as symptoms go 

unnoticed and untreated. 

One effective solution to improve early diabetes detection is the application 

of classification methods, which analyze patient history data to identify symptom 

patterns that indicate diabetes. However, class imbalance in diabetes data can result 

in a skewed model, as the majority class dominates predictions and reduces 

sensitivity to the minority class. Previous research has applied the Synthetic 

Minority Over-sampling Technique to adjust the class distribution of a dataset 

containing heart disease symptoms with an imbalance ratio of 60:40 [3]. The 

Synthetic Minority Over-sampling Technique has also been applied on the diabetes 

data and it showed an improvement in C5.0, Random Forest, and Support Vector 

Machine classifiers performance [4]. The performance of several classifiers 

(Support Vector Machine, Logistic Regression, and Naive Bayes) is evaluated 

through a comparative approach of the Synthetic Minority Over-sampling 

Technique and Adaptive Synthetic Sampling to show the superiority of the over-

sampling techniques in relation to the class imbalance problem. The highest 

accuracy of 95.8% was achieved by the combination of Synthetic Minority Over-

sampling Technique and Support Vector Machine [5]. 

Several studies have analyzed different classification methods through 

various algorithms to find the optimal classifier for predicting diabetes. A study 

compared Logistic Regression, Support Vector Machine (linear and non-linear 

kernels), Decision Tree, Adaptive Boosting Classifier, K-Nearest Neighbor, 

Random Forest, and Naive Bayes, with Random Forest attained the highest 

accuracy of 98% [6]. Another study found Extreme Gradient Boosting 

outperformed Support Vector Machine, Random Forest, and k-nearest Neighbor, 

with an accuracy rate of 89.09%  [7]. A further comparative study found that 

Multilayer Perceptron outperformed Support Vector Machine, achieving 77.47% 

accuracy [8]. This research will utilize the most optimal classifiers based on these 

three studies. 

Beyond single classifiers approaches, some studies utilize a hybrid approach 

that combines multiple classifiers, to enhance accuracy, handle complex data, and 

offset individual weaknesses. This approach has been used and shown to perform 

optimally in various cases, including improving water quality index prediction [9], 

handling imbalanced medical data [10], predicting internal corrosion levels in 

multiphase pipelines [11], estimating flood vulnerability [12], lung cancer 

prediction [13], object tracking in videos [14], medium-term forecasting of crude 

oil pipeline electricity consumption [15], and heart disease prediction [16]. 

Research on early-stage diabetes prediction has also been conducted by combining 

multiple classifiers, such as Multiple Linear Regression, Random Forest, and 

Extreme Gradient Boosting [17], Common Scrambling Algorithm and Feedforward 
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Neural Network [18], stacking methods with k-Nearest Neighbors, Logistic 

Regression, and Random Forest [19], as well as Genetic Algorithm and Stacking 

with Decision Tree, Convolutional Neural Network, and Support Vector Machine 

[20].  

This study examines the combination of oversampling techniques with 

classifiers in predicting early-stage diabetes, which has not been used in previous 

studies examining the same data. The oversampling techniques used are Synthetic 

Minority Over-sampling Technique and Adaptive Synthetic Sampling. Due to their 

strong performance in previous studies, the classification methods to be evaluated 

include Random Forest, Extreme Gradient Boosting, and Multilayer Perceptron. 

The hybrid approach will also be explored by combining these single classifiers. 

The optimal oversampling classification approaches will be determined based on 

accuracy, precision, recall, and F1-score. The results of this study can be used as a 

reference for the use of oversampling techniques in handling imbalanced early-

stage diabetes data. 

2 Research Method 

This section explains the dataset used, the preprocessing applied, and the 

methods used in the experiment. The process begins with selecting and determining 

the dataset to be used. The data is then preprocessed to prepare it for the main 

procedure. Two dataset scenarios are created using different oversampling 

techniques. Each oversampled data is used for modeling with various classifiers. 

Performance evaluation is conducted to determine the most optimal model. This 

experimental flow is illustrated in Fig. 1. 

 

Fig. 1. Experimental Flow 
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1.1 Dataset 

This research uses the Early Stage Diabetes Risk Prediction dataset, sourced 

from the UCI Machine Learning Repository [21]. A questionnaire was used to 

gather data from patients at Sylhet Diabetes Hospital located in Bangladesh, with 

approval from the doctors. The dataset is composed of 520 rows and 17 columns. 

The attributes represent early-stage diabetes symptoms, with one as the class label, 

including 320 positive and 200 negative cases. The sample of one row of data used 

is as shown in Table I. A description of the dataset attributes is provided in Table 

II. 

Table 1. Dataset Sample - First Row (Wrapped Across 3 lines for Readability) 

Age Gender Polyuria Polydipsia 
sudden 

weight loss 
weakness 

40 Male No Yes No Yes 

 

Polyphagia Genital thrush visual blurring Itching Irritability 

No No No Yes No 

 

delayed 

healing 

partial 

paresis 

muscle 

stiffness 
Alopecia Obesity class 

Yes No Yes Yes Yes Positive 

 

Table 2. Dataset Description 

No Attributes Name Description Value 
1 Age - 20 – 65 
2 Gender - Male/Female 
3 Polyuria Excessive urination Yes/No 
4 Polydipsia Excessive thirst Yes/No 
5 sudden weight loss - Yes/No 
6 weakness - Yes/No 
7 Polyphagia Excessive hunger Yes/No 
8 Genital thrush - Yes/No 
9 visual blurring - Yes/No 
10 Itching - Yes/No 
11 Irritability - Yes/No 
12 delayed healing - Yes/No 
13 partial paresis muscle weakness Yes/No 
14 muscle stiffness - Yes/No 
15 Alopecia hair loss or thinning Yes/No 
16 Obesity Excess body fat Yes/No 
17 class  - Positive/Negative 
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1.2 Data Exploration 

The exploration stage is carried out to obtain an initial picture of the data 

characteristics. The exploratory data functions are applied to analyzes data type, 

quantity, and missing values. Class distribution analysis revealed class imbalance 

including 320 people with diabetes and 200 non-diabetic individuals, with the 

visualization shown in Fig. 2. The distribution of numerical data is shown in Fig. 3 

which displays a normal distribution, where the majority of individuals are in the 

age range of 35 to 60 years, with the peak distribution being around the age of 40 

to 50 years. This distribution tends to resemble a normal distribution. 

 

Fig. 2. Class Distribution 
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Fig. 3. Age Distribution 

1.3 Preprocessing 

Before performing the main processing on the data, preprocessing is carried 

out to prepare the it for modeling. Encoding is applied to convert categorical data 

into numerical form so the classifiers can process it. Numerical data is normalized 

using MinMaxScaler provided by scikit-learn’s preprocessing module, to ensure a 

consistent range for all values (0-1) to improve the stability and performance of the 

model. The final step in preprocessing for this experiment involves splitting the data 

into training and testing subsets with the train_test_split function provided by the 

scikit-learn library, with an 80:20 ratio, where each partition is employed to train 

and evaluate the model, respectively. After going through the oversampling process 

using the Synthetic Minority Over-sampling Technique, the number of each class 

becomes 256 rows, which makes the total training data 512 rows and 616 if added 

with the test data. While the number of data using the Adaptive Synthetic Sampling 

method is 257, 514, and 618 respectively. 

1.4 Methods 

This experiment performed data oversampling using Synthetic Minority 

Over-sampling Technique and Adaptive Synthetic Sampling to tackle data 

imbalance. The oversampled data was then paired with the Random Forest, Extreme 

Gradient Boosting, and Multilayer Perceptron classifiers, individually and in hybrid 

combinations, resulting in 12 models. Performance evaluation was conducted to 

determine the optimal model. 
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1.4.1 Synthetic Minority Over-sampling Technique 

This technique is an oversampling method that uses interpolation to 

generate new samples between existing minority class data points. Minority class 

samples are randomly selected, and their nearest neighbors identified using k-

Nearest Neighbors. Synthetic samples are generated by linear interpolation between 

each sample and a neighbor. This process results in a more balanced dataset, 

minimizing bias toward the dominant class and enhancing model learning [22]. 

1.4.2 Adaptive Synthetic Sampling 

Adaptive Synthetic Sampling is a technique for generating synthetic 

samples that build upon Synthetic Minority Over-sampling Technique. This method 

targets hard-to-classify samples, generating synthetic data around minority 

instances in low-density areas based on the data distribution [23]. 

1.4.3 Random Forest 

Random Forest is an algorithm for classification that leverages an ensemble 

of decision trees from data subsets, each producing an individual prediction known 

as a weak classifier. A decision tree constructs a binary tree structure for 

classification, and Random Forest determines the final predictions based on the 

majority vote to improve accuracy and stability. The Gini Index metric in a decision 

tree measures the purity of nodes within the tree, facilitating the grouping of data 

into more similar subsets aligned with the target class [24]. 

1.4.4 Extreme Gradient Boosting 

This algorithm is a classification algorithm that optimizes the Gradient 

Boosting Decision. This classifier operates by constructing decision trees gradually 

and iteratively to correct the prediction errors of the prior iteration. The final 

prediction is updated by combining the predictions from all previous trees with the 

latest tree [7]. 

1.4.5 Multilayer Perceptron 

Multilayer Perceptron is a deep learning algorithm derived from the 

Feedforward Neural Network, an artificial neural network architecture inspired by 

the human brain and consists of several hidden layers in between input and output 

layers. The input layer transmits signals hidden layers, where weighted inputs are 

processed through activation functions to extract features. The final output is 

produced by the output layer [25]. 
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1.4.6 Hybrid Model 

A hybrid algorithm employs an approach that combines two or more 

learning methods and utilizes the strengths of each to produce the model's 

prediction [26]. This paper will evaluate hybrid models created by combining two 

classifiers from Random Forest, Extreme Gradient Boosting, and Multilayer 

Perceptron. Table III displays the specific role of every classifier in the hybrid 

setups. 

Table 3. Classifier Contribution in Hybrid Models 

No 
Hybrid Model Classifier Task 

1 
Random Forest + Multilayer 

Perceptron  

Random Forest Feature Selection 

Multilayer Perceptron Classifier 

2 
Random Forest + Extreme 

Gradient Boosting  

Random Forest Feature Selection 

Extreme Gradient Boosting Classifier 

3 
Extreme Gradient Boosting 

+ Multilayer Perceptron  

Extreme Gradient Boosting Feature Selection 

Multilayer Perceptron Classifier 

 

1.4.7 Hyperparameter Tuning and Feature Selection 

This experiment does not aim to find the best hyperparameters, but all 

models underwent tuning via GridSearchCV with 5-fold cross-validation for fair 

comparison, using commonly recommended values from past studies. Table IV 

summarizes the parameters consistently applied to single and hybrid classifiers to 

prevent bias in model performances. Feature selections were treated equally, using 

a threshold between 0.01 and 0.1. 

Table 4. Hyperparameter Tuning 

Hyperparameters Random Forest 
Extreme Gradient 

Boosting 
Multilayer Perceptron 

n_estimators 50, 100, 200 50, 100, 200 N/A 

max_depth 10, 20, None 3, 6, 9 N/A 

alpha N/A N/A 0.0001, 0.001, 0.01 

hidden_layer_sizes N/A N/A (50,), (100,), (50, 50) 

 

1.5 Evaluation 

This study employs four evaluation metrics calculated from the counts of: 

correctly identified positive cases (True Positive, TP); negative cases incorrectly 
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identified as positive (False Positive, FP); positive cases incorrectly identified as 

negative (False Negative, FN); and correctly identified negative cases (True 

Negative, TN) [27]. 

1.5.1 Accuracy 

This metric measures the model's accuracy by dividing correct predictions 

by the total predictions. The formula applied to compute accuracy is given by: 

𝐴𝑘𝑢𝑟𝑎𝑠𝑖 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
           (1) 

1.5.2 Precision 

High precision means the model's positive predictions are usually correct. 

This is important in medical data to avoid wrongly labeling healthy individuals as 

diseased [27]. The formula applied to compute precision is given by: 

𝑃𝑟𝑒𝑠𝑖𝑠𝑖 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
            (2) 

1.5.3 Recall 

High recall in medical data means the model correctly identifies most 

diseased individuals. In medical data, balancing precision and recall helps avoid 

misclassifying both healthy and diseased individuals [28]. The formula applied to 

compute recall is given by: 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
            (3) 

1.5.4 F1-Score 

This metric indicates whether the model performs well in both aspects. The 

formula applied to compute F1-score is given by: 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = 2
𝑃𝑟𝑒𝑠𝑖𝑠𝑖 𝑥 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑠𝑖𝑠𝑖+𝑅𝑒𝑐𝑎𝑙𝑙
           (4) 

3 Result and Analysis 

This section analyzes the experimental results obtained by combining 

oversampling techniques with classifiers to predict diabetes based on early 

symptoms. The analysis aims to identify the most optimal model combination. 

The comparison between the initial data distribution and the oversampled 

data using Synthetic Minority Over-sampling Technique and Adaptive Synthetic 

Sampling is shown in Fig. 4. The plot compares the numerical age attribute within 

the dataset. The dataset enhanced through the application of the Synthetic Minority 
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Over-sampling Technique exhibits a distribution that closely follows the original 

data indicated by the curve shape resembling the original pattern, as this technique 

generates synthetic data through interpolation between values of the minority class. 

The distribution of data oversampled using Adaptive Synthetic Sampling shows 

more fluctuations and deviations as it produces synthetic samples by considering 

the distribution density, placing greater emphasis on underrepresented instances 

that are more difficult for the model to capture. The peak at 0.2 to 0.3 indicates that 

this technique generates more synthetic samples for ages 20–30 to compensate for 

fewer younger individuals, ensuring sufficient data for each age group to ensure 

balanced data and predictive accuracy. 

The distribution of target class values in the original data and after 

oversampling using both oversampling methods is shown in Fig. 5. The original 

data is imbalanced, with individuals diagnosed with early-stage diabetes making up 

62% of the dataset and negative cases account for 38%. Both oversampling methods 

add synthetic samples to balance the dataset, which ensures that each class is 

represented equally at 50%. This approach helps the model avoid overfitting to the 

majority group and minimizes bias toward the more frequent class. 

 

Fig. 4. Data Distribution for Numerical Attribute 
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Fig. 5. Data Distribution for Binary Class
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Table 5. Performance Evaluation of Classifiers with Different Oversampling Techniques 

Model Precision Recall F1 – Score 
Accuracy 

Oversampling Classifier Neg Pos Avg Neg Pos Avg Neg Pos Avg 

SMOTE Random Forest 0.98 1.00 0.99 1.00 0.98 0.99 0.99 0.99 0.99 99.04%  

Extreme Gradient Boosting 0.95 1.00 0.98 1.00 0.97 0.98 0.98 0.98 0.98 98.08% 

Multilayer Perceptron 0.95 0.97 0.96 0.95 0.97 0.96 0.95 0.97 0.96 96.15% 

Random Forest + Extreme Gradient Boosting 0.93 0.97 0.95 0.95 0.95 0.95 0.94 0.96 0.95 95.19% 

Random Forest + Multilayer Perceptron 0.97 0.98 0.98 0.97 0.98 0.98 0.97 0.98 0.98 98.08% 

Extreme Gradient Boosting + Multilayer Perceptron 0.93 0.98 0.96 0.97 0.95 0.96 0.95 0.97 0.96 96.15% 

ADASYN Random Forest 0.98 1.00 0.99 1.00 0.98 0.99 0.99 0.99 0.99 99.04%  

Extreme Gradient Boosting 0.95 1.00 0.98 1.00 0.97 0.98 0.98 0.98 0.98 98.08% 

Multilayer Perceptron 0.91 0.98 0.95 0.97 0.94 0.95 0.94 0.96 0.95 95.19%  

Random Forest + Extreme Gradient Boosting 0.95 0.98 0.97 0.97 0.97 0.97 0.96 0.98 0.97 97.12% 

Random Forest + Multilayer Perceptron 0.97 0.98 0.98 0.97 0.98 0.98 0.97 0.98 0.98 98.08% 

Extreme Gradient Boosting + Multilayer Perceptron 0.98 1.00 0.99 1.00 0.98 0.99 0.99 0.99 0.99 99.04% 
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Table 6. Hyperparameter Settings and Selected Features 

Model 1: SMOTE + Random Forest 

Hyperparameters Random Forest 
Extreme Gradient 

Boosting 
Multilayer Perceptron 

n_estimators 50 N/A N/A 

max_depth 10 N/A N/A 

alpha N/A N/A N/A 

hidden_layer_sizes N/A N/A N/A 

Model 2: ADASYN + Random Forest 

Hyperparameters Random Forest 
Extreme Gradient 

Boosting 
Multilayer Perceptron 

n_estimators 50 N/A N/A 

max_depth 10 N/A N/A 

alpha N/A N/A N/A 

hidden_layer_sizes N/A N/A N/A 

Model 3: ADASYN + Extreme Gradient Boosting + Multilayer Perceptron 

Selected features Age, Gender, Polyuria, Polydipsia, sudden weight loss, Genital thrush, 

visual blurring, Irritability, muscle stiffness, Alopecia, Obesity 

Hyperparameters Random Forest 
Extreme Gradient 

Boosting 
Multilayer Perceptron 

n_estimators N/A 50 N/A 

max_depth N/A 9 N/A 

alpha N/A N/A 0.0001 

hidden_layer_sizes N/A N/A (50,) 

 

Table 7. Optimal Models with and Without Oversampling 

Model Accuracy Without Oversampling Accuracy With Oversampling 

Model 1 97.12% 99.04% 

Model 2 97.12% 99.04% 

Model 3 97.12% 99.04% 

 

Table V presents how each tested model performed in terms of classification 

accuracy. According to the findings, the optimal models include combinations of 

the Synthetic Minority Over-sampling Technique with Random Forest, Adaptive 

Synthetic Sampling with Random Forest, as well as Adaptive Synthetic Sampling 
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with Extreme Gradient Boosting and Multilayer Perceptron, each achieving an 

accuracy of 99.04%. The high F1-score demonstrates that the model successfully 

balances precision against recall, which is crucial to ensure the model does not 

misclassify individuals with and without diabetes. 

Table VI presents the optimal hyperparameters for each proposed model. In 

the hybrid model (model 3), 11 of 16 features were selected using a 0.1 threshold. 

The selected features, including Age [29], Gender [29], Polyuria [30], Polydipsia 

[30], sudden weight loss [30], Genital thrush [31], visual blurring [30], Irritability 

[28], muscle stiffness [32], Alopecia [33], and Obesity [30], have been validated in 

previous studies as risk factors or linked to high blood sugar. 

Table VII presents how the performance accuracy differs between the best-

performing models that apply oversampling methods and those that do not. All three 

models achieved higher accuracy when the majority and minority classes were 

balanced. It indicates that the oversampling technique plays a role in enhancing 

accuracy and creating a more optimal model by balancing the class distribution in 

the dataset. By adding minority class samples through data augmentation, the model 

gains a better representation of the minority class, enhancing generalization and 

reducing prediction bias [3]. 

Table 8. Comparison of Previous Studies and Proposed Models on the Same Dataset 

Model Accuracy 

Previous Studies 

K-Nearest Neighbor + Logistic Regression + Random Forest [20] 99.60% 

k-Nearest Neighbor + Gradient Boosting Machine + Light Gradient 

Boosting Machine [35] 
99.23% 

Multilayer Regression + Random Forest + Extreme Gradient Boosting [18] 99.20% 

Crow Search Algorithm +  Feed-Forward Neural Network [19] 99.04% 

Random Forest [7] 98% 

Random Forest [36] 97% 

Decision Tree, Convolutional Neural Network, and Support Vector Machine 

[21] 
85.88% 

This Study 

SMOTE and Random Forest 99.04% 

ADASYN and Random Forest 99.04% 

ADASYN, Extreme Gradient Boosting, and Multilayer Perceptron 99.04% 

 

Furthermore, table VIII compares the accuracy of previous studies that used 

the same dataset but implemented different models. Some earlier studies achieved 

accuracy that was either lower or similar to this study. However, three studies 
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produced models with higher accuracy, reaching up to 99.60%. Several algorithms 

were not used in this study but were applied in those three studies, including K-

Nearest Neighbor, Logistic Regression, variations of Gradient Boosting Machine, 

and Multilayer Regression. Although those studies achieved higher accuracy, there 

is no evidence that oversampling techniques were used to address data imbalance. 

Therefore, this study should be further developed by incorporating those 

algorithms. 

4 Discussion 

The use of oversampling techniques in classification is currently still a 

debate involving both critics and supporters. Some critics argue that synthetic data 

may occasionally deviate from the original minority class distribution and fail to 

accurately represent the true data pattern. A study concluded that this method may 

create synthetic data that is not accurately representative, which may result in model 

overfitting and reduced reliability of outcomes [34]. 

Despite this criticism, many studies show oversampling benefits 

classification of medical data. A study on classification of diabetes showed that 

oversampling methods provide more information to the classifier so that the model 

can learn both classes equally, enhancing accuracy [35]. In general, studies have 

shown that oversampling effectively handles imbalanced medical data by creating 

synthetic samples similar to existing ones, which helps diversify minority classes 

and improve model performance [36]. 

5 Conclusion and Future Work 

This study successfully examines combinations of oversampling and 

classifiers to predict early-stage diabetes symptoms. SMOTE with Random Forest, 

ADASYN  with Random Forest, and ADASYN with Extreme Gradient Boosting 

and Multilayer Perceptron performed optimally, with all three achieving accuracy, 

precision, recall, and F1-score of 99.04%, 0.99, 0.99, and 0.99. 

This study strongly recommends the use of oversampling techniques when 

data imbalance is present. While this study focuses on two oversampling methods 

(SMOTE and ADASYN) as well as three classification algorithms (Random Forest, 

Extreme Gradient Boosting, and Multilayer Perceptron), further research can be 

done by incorporating K-Nearest Neighbor, Logistic Regression, Gradient Boosting 

Machine variations, Multilayer Regression, and oversampling techniques such as 

SMOTE, ADASYN, and several others for further development. 
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