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Abstract— Babies, in their early developmental stages, are 
unable to communicate their needs through language. When 
they seek to convey discomfort or express their needs, they 
primarily resort to crying. The dataset in this research contains 
497 sounds of baby cries that are divided into 5 categories: 
hungry, belly pain, discomfort, burping, and tired. In this 
context, this paper proposes an innovative approach to address 
this challenge by employing Long Short-Term Memory (LSTM) 
networks in combination with Mel-Frequency Cepstral 
Coefficients (MFCC) as feature extraction for the baby cries 
analysis. The study focuses on developing a model capable of 
discerning the underlying messages within a baby's cry by 
leveraging the acoustic characteristics of the cry and the 
temporal dependencies inherent in the data. Apart from 
combining MFCC and LSTM, we also add two data 
augmentations specifically time stretching and pitch shifting to 
improve model performance. After the data has been 
successfully augmented, we extract MFCC features from 
recorded cry samples, and these features are used as input data 
for the LSTM neural network. The LSTM Model is created with 
12 hidden layers and 30 epochs to run. The combination of data 
augmentation using time-stretch and pitch-shifting resulted in 
96% accuracy on validation results, compared to only 72% 
accuracy on non-augmented data. The model with augmented 
data also has resulted in better loss which indicates the model is 
trained better using from larger dataset. In conclusion, it can be 
said that the combination of data augmentation and feature 
extraction has a significant impact on a model's ability to learn. 

Keywords—baby cry, MFCC, LSTM, pitch shifting, time 
stretching. 

I. INTRODUCTION 
The journey of parenthood is a profound and 

transformative experience, especially for new parents who are 
embarking on the voyage of raising their first child. As they 
embark on this life-altering adventure, the joy and wonder of 
parenthood are often intermingled with moments of 
uncertainty and trepidation [1]. A recurring and a challenge 
faced by new parents, one that transcends cultural and 
geographical boundaries, is deciphering the unspoken 
language of their infants. Babies, in the early stages of their 
development, lack the capacity to articulate their desires and 
requirements through conventional speech. Instead, they 
employ a primal and instinctive form of communication—
crying [2]. The cry of a baby becomes the medium through 
which they convey their feelings, needs, and discomfort. It is 

the universal language of infancy, a non-verbal expression that 
calls upon the caregiver's attention and nurturance [3]. 

In this complex baby cry language, parents find it difficult 
to understand the differences between a hungry cry, a cry of 
pain, a cry of disturbance, a cry signaling the need for burping, 
and many more expressions of emotions that, even though 
they don't use words, are full of meaning [4]. Each cry serves 
as a subtle indicator, a plea from the infant for something 
vital—nourishment, comfort, solace, or relief from distress. In 
response, parents strive to decode these vocal cues, aspiring to 
provide their child with the best possible care and support [5]. 
This paper delves into the challenges confronted by new 
parents in interpreting the multifaceted language of baby cries, 
exploring the fundamental needs and emotions that underlie 
these vocal expressions. It also introduces an innovative 
approach aimed at harnessing technology and advanced 
methods to aid parents in comprehending and responding to 
the intricate symphony of their baby's cries. Through this, we 
seek to enhance the caregiving experience, fostering stronger 
bonds and improved well-being for both parents and their 
precious infants. 

In the quest to decipher the enigmatic language of baby 
cries, previous generations of parents have relied on a 
combination of psychological intuition and sociological 
understanding, passed down through cultural wisdom and 
familial traditions. However, in this modern era, we find 
ourselves at the cusp of a transformative evolution. 
Advancements in technology have introduced innovative 
tools and approaches, which promise to aid and empower 
parents in unprecedented ways [6]. In the age of Artificial 
Intelligence (AI), a new frontier emerges where AI systems 
stand ready to assist and guide parents in understanding their 
babies' needs with remarkable precision [7]. Indeed, 
technological strides in sound classification and machine 
learning have opened doors to an exciting realm of 
possibilities [8][9]. Previous research endeavors have 
explored sound classification, including the challenging 
domain of baby cry sound classification. These investigations 
have laid the foundation for the current study, offering 
valuable insights and methodologies upon which we build our 
framework [10]. 

In this paper, we present a comprehensive framework for 
baby cry sound classification, combining state-of-the-art 
techniques to discern and respond to an infant's emotional and 
physical requirements. Our proposed methodology 
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encompasses a multi-step process using data augmentation, 
feature extraction, and deep learning modeling. Recognizing 
the diversity and subtlety of baby cries, we employ data 
augmentation techniques such as pitch shifting and time 
stretching. These methods enrich our dataset, capturing the 
broad spectrum of cry variations, and ensuring a robust model 
capable of accommodating the uniqueness of each infant's cry. 
MFCC Feature Extraction: We leverage Mel-Frequency 
Cepstral Coefficients (MFCC) to extract discriminative 
features from the augmented cry data [11]. These features 
encapsulate the essential spectral information inherent in the 
cries, enabling the subsequent modeling phase to be both 
effective and efficient [12]. Modeling with LSTM: To decode 
the complex patterns within baby cries, we employ Long 
Short-Term Memory (LSTM) neural networks. LSTMs are 
well-suited for capturing temporal dependencies, making 
them ideal for understanding the subtle changes in pitch, 
rhythm, and duration within the cries [13]. This model is at the 
heart of our framework, serving as the cornerstone for 
classification. 

Through this combination of modern technology and 
traditional caregiving, our model endeavors to help parents to 
understand their babies' needs. As we embark on this 
exploration of AI-assisted baby cry analysis, we anticipate a 
transformative shift in parenting dynamics, fostering 
enhanced caregiving and, ultimately, a more profound 
connection between parents and their infants. 

II. METHODS 
Our methodology involves data collection, data 

augmentation, data visualization through wave plots and 
spectrograms, the application of Mel-Frequency Cepstral 
Coefficients (MFCC) for feature extraction, and the 
implementation of LSTM modeling and evaluation. These 
components collectively form the foundation of our approach 
to understanding and classifying baby cries, promising to 
enhance the caregiving experience for parents and caregivers. 

A. Data Collection 
Data collection for this study was a meticulous process 
designed to ensure the quality and relevance of the dataset. 
The following steps detail our data collection methodology: 
Source Selection: The initial source of our data was the 
"Donate-a-Cry" repository available on GitHub, an open-
source platform [14]. This repository was chosen for its 
comprehensive collection of baby cry recordings, bacause the 
dataset is already cleaned with these following step: 
1) Data Format Standardization: To establish uniformity 

within the dataset, all collected audio files were 
converted to WAV format. This conversion maintained 
consistent bit and sampling rates of 128 kbps and 8kHz, 
respectively. This standardization was crucial for 
ensuring that all audio data would be compatible for 
subsequent analysis. 

2) Data Label Refinement: To align the dataset with the 
Dunstan Baby Language (DBL) categories [15], data 
tagged with descriptors such as "lonely," "scared," and 
"unknown" were removed. Additionally, data tagged 
with "cold" and "hot" were merged into a single 
category labeled "discomfort." This classification 
process enabled us to categorize cries according to 
fundamental emotional states and needs. 

3) Manual Noise Elimination: To ensure the dataset's 
purity, non-cries, or sounds that did not represent 
genuine baby cries, were meticulously identified and 
removed manually. This process involved listening to 
each audio sample and eliminating any non-relevant 
data, such as white noise, instances of baby chat, or 
adults mimicking baby cries. 

By following this systematic data collection approach, we 
aimed to construct a reliable and well-curated dataset that 
would serve as the foundation for our subsequent analysis and 
classification of baby cries. This rigorous methodology 
ensured that the dataset accurately represented the cries of 
infants in various emotional states and needs, laying the 
groundwork for our research endeavors. 

B. Data Augmentation 
Data augmentation is a crucial step in the data 

preprocessing pipeline, especially when working with limited 
datasets [16]. In this study, the collected dataset, while 
valuable, did not provide enough samples for each cry 
category. To address this limitation and to ensure the dataset's 
comprehensiveness, we employed data augmentation 
techniques, specifically time stretching and pitch shifting. 
1) Time Stretching: Time stretching is a technique used to 

alter the duration of an audio signal while maintaining 
its pitch [17]. It is particularly useful when the available 
data is insufficient, as it allows for the creation of 
variations of the existing audio clips without changing 
their fundamental characteristics [18]. The time-
stretching process involves resampling the audio signal 
to either a higher or lower sampling rate, effectively 
modifying the playback speed. To stretch the time of an 
audio signal by a factor of 'α,' show on equation (1). 
New sample 𝑛 in the stretched signal:  

𝑥_𝑛𝑒𝑤(𝑛) 	= 	𝑥(𝛼𝑛)                   (1) 
Where, 

𝑥(𝑛) is the original audio signal. 
𝑥_𝑛𝑒𝑤(𝑛)	is the stretched signal. 
𝛼 is the stretching factor (𝛼 > 1 for stretching, 
𝛼 < 1 for compression). 

By altering the value of 𝛼, we extend or compress 
the duration of the audio signal as needed. In our case, 
time stretching allowed us to create additional cry 
samples for each category, thereby enriching our dataset 
without affecting the pitch of the cries. 

2) Pitch Shifting: Pitch shifting, on the other hand, focuses 
on altering the pitch or frequency of an audio signal 
while keeping its duration constant [19], [20]. This 
technique is valuable for generating variations in the 
pitch of cries, which can be informative in 
understanding the nuances of infant vocalizations [21]. 
The pitch-shifting process can be described on the 
equation (2). 
New sample	𝑛 in the shifted signal:  

𝑥_𝑛𝑒𝑤(𝑛) 	= 	𝑥(𝑛/𝛽)                   (2) 
Where, 

𝑥(𝑛) is the original audio signal. 
𝑥_𝑛𝑒𝑤(𝑛) is the shifted signal. 
𝛽 is the pitch shifting factor (𝛽 > 1 for pitch 
increase, 𝛽 < 1 for pitch decrease). 

Adjusting the value of 𝛽 allows to raise or lower the pitch 
of the audio while preserving its original timing. In our 
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research, pitch shifting was applied to create variations in 
pitch within the cry dataset, enhancing its diversity and 
capturing a broader spectrum of infant vocal expressions. 

By combining time stretching and pitch shifting 
techniques, we successfully augmented our dataset, 
addressing the limitations in the quantity of data for each cry 
category. This augmentation not only increased the dataset's 
size but also introduced variations that can be essential for 
robust model training and improved classification accuracy. 

C. Data Visualization: Waveplot and Spectrogram 
Data visualization plays a pivotal role in the analysis and 

understanding of baby cry data. In our study, we utilized two 
key visualization techniques: waveplots and spectrograms, to 
gain insights into the temporal and spectral characteristics of 
infant cries [22]. 
1) Waveplots: A waveplot is a time-domain representation 

of an audio signal, which provides a visual 
representation of the signal's amplitude as a function of 
time. In the context of baby cry analysis, waveplots are 
valuable for understanding the temporal dynamics of the 
cries. A waveplot displays the original audio waveform 
in a two-dimensional graph, with time on the x-axis and 
amplitude on the y-axis. Peaks in the waveplot 
correspond to instances of high amplitude, indicating 
louder portions of the cry, while valleys represent softer 
or quieter segments.  

2) Spectrograms: While waveplots provide insight into the 
time domain, spectrograms offer a window into the 
frequency domain of an audio signal. A spectrogram is 
a visual representation that illustrates how the signal's 
frequency content changes over time [23]. It breaks 
down the audio signal into its constituent frequencies 
and shows how their amplitudes vary with time. 

In our research, the combination of waveplots and 
spectrograms served as a powerful tool for visualizing and 
understanding the temporal and spectral aspects of baby cries. 
This comprehensive approach provided the foundation for 
subsequent data preprocessing and analysis, enabling us to 
extract meaningful features for classification and 
interpretation. 

D. Feature Extraction using MFCC 
In the field of sound classification, feature extraction is a 

crucial step in the data preprocessing pipeline, aimed at 
transforming raw audio signals into a format that machine 
learning algorithms can effectively work with. One of the 
most widely used and effective techniques for this purpose is 
Mel-Frequency Cepstral Coefficients (MFCC). MFCCs are a 
representation of the short-term power spectrum of an audio 
signal that mimics the human auditory system's sensitivity to 
sound [24]. The MFCC extraction process can be broken 
down into several steps: 
1) Frame Segmentation: The audio signal is divided into 

short overlapping frames, typically ranging from 20 to 
40 milliseconds in duration. These frames capture the 
non-stationary characteristics of sound over time. 

2) Windowing: Each frame is multiplied by a windowing 
function (e.g., Hamming window) to reduce spectral 
leakage. This ensures that the data at the edges of the 
frames does not have as much influence on the analysis. 
The equation is shown in equation (3). 

𝑤! = 	0.5 01 − cos "#$
%&'

6 , 0 ≤ n ≤ N − 1    (3) 

3) Fast Fourier Transform (FFT): A Fourier Transform is 
applied to each frame to convert it from the time domain 
to the frequency domain. This results in a power 
spectrum that represents the distribution of power across 
different frequency bands [25]. 

4) Mel Filterbank: A set of triangular filters, arranged on a 
Mel scale, is applied to the power spectrum. The Mel 
scale approximates the human auditory system's 
response to different frequencies. This step transforms 
the power spectrum into a set of filterbank energies, 
which represent how much energy is present in different 
frequency bands. The Mel Filterbank equation is shown 
in equation (4). 

       𝑀𝑒𝑙(𝑓) = 2595 log'((1 +
)
*((
)               (4) 

5) Logarithm: The logarithm is applied to the filterbank 
energies. This is done to mimic the non-linear response 
of the human ear to loudness. Taking the logarithm also 
helps to reduce the dimensionality of the feature vectors. 

6) Discrete Cosine Transform (DCT): The DCT is applied 
to the logarithm of the filterbank energies. This 
decorrelates the coefficients, resulting in the final set of 
MFCCs, which are used as feature vectors for sound 
classification. 
In the context of baby cry analysis, MFCCs offer a 

compact yet highly informative representation of cry sounds, 
capturing the essential spectral characteristics that distinguish 
different emotional states and needs. These coefficients serve 
as the foundation for subsequent classification algorithms, 
helping to identify and interpret the underlying meanings 
within infant vocalizations [26]. 

E. LSTM Modeling and Evaluation 
LSTM is a specialized neural network architecture 

designed to handle sequences of data with long-term 
dependencies. LSTM accomplishes this by introducing a 
more complex memory cell that can selectively retain and 
forget information, making it well-suited for processing 
sequential data such as audio signals [27]. In the context of 
baby cry classification, LSTM networks are typically 
designed as a combination of LSTM layers and dense layers. 
The LSTM layers are responsible for capturing the sequential 
information in the cry signals, while the dense layers at the 
output end transform the learned features into classification 
decisions [28]. The model is trained using a labeled dataset, 
where each cry is associated with a specific category (e.g., 
hungry, discomfort, pain).  

The Long Short-Term Memory (LSTM) unit is a 
complex recurrent neural network (RNN) architecture that is 
specifically designed to capture long-range dependencies in 
sequential data. The equations governing an LSTM unit are 
shown in equation (5)-(10): 
 
Input Gate (𝑖+): 

𝑖+ = 𝜎(𝑊, ∙ [ℎ+&', 𝑋+] + 𝑏,               (5) 
 
Forget Gate (𝑓+): 

𝑓+ = 𝜎(𝑊) ∙ [ℎ+&', 𝑋+] + 𝑏) (6) 
Output Gate (𝑜+): 

𝑜+ = 𝜎(𝑊- ∙ [ℎ+&', 𝑋+] + 𝑏- (7) 
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New Memory Network (𝐶+N ): 
𝐶+N = tanℎ (𝑊. ∙ [ℎ+&', 𝑋+] + 𝑏.)    (8) 

Cell State (𝐶+):  
𝐶+ = 𝑖+ ∙ 𝐶+N + 𝑓+ ∙ 𝐶+&'  (9) 

Hidden State (ℎ+): 
ℎ+ = 𝑜+ ∙ tan ℎ (𝐶+)  (10) 

 
Where, 

𝑖+, 𝑓+, and 𝑜+ are the input, forget, and output gates, 
respectively. 
𝐶+N represents the candidate cell state, which is the 
new information that can be added to the cell state. 
𝐶+ is the cell state. 
ℎ+ is the hidden state. 
𝑋+ is the input at time step t. 
ℎ+&' is the previously hidden state. 

𝑊, ,  𝑊) , 𝑊-, 𝑊/ , 𝑏, , 𝑏) , 𝑏-  and 𝑏/  are the weight matrices 
and bias vectors for the gates and cell state, which are learned 
during training. The model will be evaluated using accuracy 
and loss metrics. The loss metrics can also be used to evaluate 
the model other than the accuracy [29]. 

III. RESULT AND DISCUSSIONS 
In this section, we delve into the results and discussions 

stemming from a comprehensive approach to this task, where 
the primary focus was on harnessing the capabilities of data 
augmentation, MFCC (Mel-Frequency Cepstral Coefficients) 
feature extraction, and LSTM (Long Short-Term Memory) 
modeling.  

A. Data Collection 
In our dataset, we observe a notable class imbalance 

among the different labels that describe the reasons behind a 
baby's cry. The most prominent label is 'hungry,' with a count 
of 382, while other labels such as 'discomfort,' 'tired,' 
'belly_pain,' and 'burping' have significantly lower counts of 
27, 24, 16, and 8. This class imbalance can pose a significant 
challenge when training a machine learning model for baby 
cry classification. To address this class imbalance, we 
employed a technique known as data augmentation. Data 
augmentation involves artificially increasing the size of the 
minority classes by creating additional training examples 
through various transformations and modifications of the 
existing data. In the context of baby cry classification, data 
augmentation allows us to generate more instances of the less 
frequent labels, thus mitigating the class imbalance issue. 

B. Data Visualization: Waveplot and Spectrogram 
The visualization of a sound waveplot is used to observe 

the shape of the sound wave of baby cry, which indicates the 
amplitude of the audio signal presented in the time domain.  
 

 

Fig. 1. Waveplot of an original dataset of hungry label 

Waveplots are used to identify the fundamental frequency 
and pitch of a sound as shown in Fig 2. They can be helpful 
in detecting distortion or noise in the sound, thus enabling 
filtering. Visualization using a spectrogram is done to 
understand the sound patterns produced by a baby as shown 
in Fig 3. The image shows the distibution of frequency (Hz) 
and the decibel (dB) over time. 

  

 
Fig. 2. Spectogram of original dataset of hungry label 

C. Data Augmentation 
Fig 3 from Data Visualization is the original data, while 

Fig 4-7 illustrates a crucial aspect of our study's data 
preprocessing techniques, showcasing the necessity of data 
augmentation to address the challenges posed by imbalanced 
data. To mitigate this imbalance and ensure that the model can 
effectively learn from and classify all classes, we employed 
data augmentation strategies. The time stretching and pitch 
shifting techniques are vital for generating additional 
instances of minority classes, enabling the model to build a 
more balanced and robust understanding of the different baby 
cry categories. 

1) Time Stretching: One of the fundamental data 
augmentation techniques we applied in our study is 
time stretching. Time stretching, as demonstrated in 
Fig 4 dan Fig 5, involves the modification of audio 
sequences to either extend or compress their 
duration. This process preserves the original pitch 
and spectral characteristics while altering the 
temporal structure.  

 
Fig. 3. Waveplot of Time-Stretching  

By comparing the modified 'hungry' class to the 
original data, we can observe the time-stretched 
waveform, which expands the sound sequence. The 
comparison reveals the advantage of time stretching 
in creating variations within the 'hungry' class, 
enabling the model to better capture the temporal 
nuances of this type of cry. 
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Fig. 4. Spectogram of Time-Stretchhing 

2) Pitch Shifting: In addition to time stretching, we 
employed pitch shifting as another data 
augmentation technique. Pitch shifting, as depicted 
in Fig 6 and Fig 7, focuses on altering the 
fundamental frequency of an audio signal while 
preserving its temporal structure. In our comparison 
with the original data, we can see the effects of pitch 
shifting on the 'tired' class, which results in a shift in 
the pitch of the cry. 

 
Fig. 5. Waveplot of Pitch Shifting 

This augmentation technique introduces variations in the 
pitch domain, helping the model learn to recognize 
'hungry' cries with different tonal characteristics. These 
variations are essential for enhancing the model's ability 
to distinguish between different baby cry categories, 
ultimately improving its overall classification 
performance. 

 
Fig. 6. Spectogram of Pitch Shifting 

After the augmentation, the data is tripled from 500 data to 
1500 data, and this augmented data will be used to model the 
sound classification. 

D. Feature Extraction using MFCC 
Feature extraction from a baby crying dataset is performed 

as signal processing, before applying the LSTM algorithm for 
sound classification. By adopting the Mel-frequency cepstral 
coefficients (MFCC) method, the audio is transformed into an 

array form that allows for a more machine-friendly 
representation in recognizing characteristics in the voice 
signal, such as melody, rhythm, and special pattern. 

 

 
Fig. 7. Applied MFCC from Sound-Wave Dataset 

The soundwave transformation to array shown in Fig 8, 
the results of feature extraction with MFCC. Where from the 
wav file is generated into numbers of array. 

E. LSTM Modeling and Evaluation 
The model in this research is a sophisticated deep learning 

architecture for the analysis of sequential data. This model is 
characterized by its depth and the increased number of 
parameters to learn. The design includes a 1D convolutional 
layer with 64 filters and a 3-element kernel, which, in 
combination with max-pooling, allows the model to extract 
intricate features from the input data. 

However, the distinguishing feature of the model is its 
recurrent layers, which consist of three LSTM (Long Short-
Term Memory) layers. These LSTM layers have 
progressively larger numbers of units, which allows the model 
to learn and capture increasingly intricate temporal 
dependencies in the data. By setting the return sequences 
parameter to True for the first two LSTM layers, the 
architecture retains sequential output data, preserving 
essential temporal information. The detail of the model is 
shown in Table 1. 

Table 1. LSTM Model Built Layers 

Layer 
Layers 

Layer (type) Output Shape Params# 
1 Convolutional 1D 38, 64 256 
2 MaxPoolingID 19, 64 0 
3 LSTM I 19, 256 328,704 
4 LSTM 2 19, 128 197,120 
5 LSTM 3 64 49,408 
6 Dense III 256 16,640 
7 DroupOut III 256 0 
8 Dense IV 128 32,896 
9 Dropout IV 128 0 
10 Dense V 64 8,256 
11 Dropout V 64 0 
12 Dense VI 5 325 

Following the LSTM layers, dense layers with ReLU 
activation functions are applied. Remarkably, dropout layers, 
with a relatively high rate of 0.4, are introduced between the 
dense layers. These dropout layers serve the purpose of 
regularization by randomly deactivating 40% of the neurons 
during training, thus preventing overfitting and enhancing the 
model's generalization capabilities. Finally, the model 
concludes with a dense layer featuring five output units, 
equipped with a softmax activation function, indicative of a 
multi-class classification task. This intricate architecture is 
designed to delve into complex, multi-layered temporal 
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patterns within the data. Accuracy in training and validation 
can have different optimal parameters. This was caused by the 
nature of neural network training and the trade-off among 
fitting the training data and generalizing to new data or 
validation. During training, the model learns from the training 
data.  

 
Fig. 8. Training and Validation Accuracy non-Augmented Data 

In our initial experiment, we embarked on a modeling 
endeavor without employing any data augmentation 
techniques, utilizing a dataset comprising 500 samples. The 
outcomes of this experiment are thoughtfully illustrated in 
Fig 9 and Fig 10, offering a visual representation of the 
model's performance metrics. As we observe in these figures, 
the accuracy curve attains its zenith at a commendable 72%, 
while the loss curve reaches its nadir at 1.04, both occurring 
at the 30th epoch. This data unequivocally underscores the 
potential limitations of utilizing non-augmented data, 
revealing a clear plateau in the model's performance without 
the benefit of data augmentation techniques. 

 
Fig. 9. Training and Validation Loss non-Augmented Data 

In our second experiment, a pivotal shift occurred as we 
introduced the transformative technique of data augmentation, 
expanding our dataset to a robust 1500 samples. Fig 11 and 
Fig 12 unveil the compelling transformation in the model's 
performance brought about by this augmentation. Notably, the 
accuracy surged to an impressive 96%, representing a 

substantial leap from the previous experiment, and the loss 
plummeted to a remarkable 0.35, showcasing the model's 
enhanced efficiency and precision. These results underscore 
the significant impact of data augmentation in bolstering both 
accuracy and efficiency, highlighting its pivotal role in 
optimizing the model's learning process and predictive 
capabilities. 

 
Fig. 10. Training and Validation Accuracy Augmented Data 

 
Fig. 11. Training and Validation Loss Augmented Data 

By leveraging accelerated training iterations, models that 
incorporate augmented data can achieve markedly enhanced 
levels of accuracy. This accelerated training process 
empowers the models to glean more comprehensive insights 
from the data, resulting in substantially improved predictive 
performance and precision. In essence, faster iterations 
enable these models to learn more efficiently and effectively, 
ultimately leading to superior outcomes in terms of their 
accuracy. 

IV. CONCLUSIONS 
In conclusion, the creation of the baby cry classification 

model involved the augmentation of data, the extraction of 
features through the use of MFCC, and extensive LSTM 
modeling. The LSTM model was constructed using 12 hidden 
layers and more than 50 training epochs with the Adam 
optimizer. The final model performed admirably, with an 
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accuracy of 96% which is much better than non-augmented 
data only resulting in 72%. Even though these results are 
encouraging, more research will lead to advancements in the 
future. More specifically, if the dataset is larger and more 
comprehensive, the model will be able to learn more. 
Examining various feature extraction techniques may also 
reveal the greatest methods for enhancing the model and 
create new avenues for study and advancement. This work 
lays the foundation for future advancements in the field of 
baby cry categorization, with the possibility for even more 
dependable and accurate models to be developed. 
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