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Abstract. The selection process after the recruitment stage becomes a challenge 

for recruiters in verifying the suitability of candidates' qualifications for the re-

quired positions. Currently, the selection process still relies on Microsoft Excel 

as a tool for keyword searches in candidate data, requiring approximately 30 

seconds to process a single keyword. The implementation of the Content-Based 

Filtering method in the applicant recommendation system is highly suitable for 

enhancing the recruitment process efficiency, as it focuses on analyzing the 

similarity of descriptions in the curriculum vitae data uploaded by candidates. 

This system operates by calculating the similarity of candidate data based on 

the entered keywords. The system development process includes several stages, 

such as data preprocessing, Term Frequency–Inverse Document Frequency 

(TF-IDF) calculation, Cosine Similarity computation, and ranking the results 

based on Cosine Similarity values from highest to lowest. The experiment re-

sults show that searching for a single keyword takes approximately 0.7 seconds, 

which is 29.3 seconds faster than the current candidate selection process. Addi-

tionally, a user satisfaction survey evaluated using the DeLone and McLean 

model, achieved a score of 95.4%, indicating that the system effectively en-

hances the accuracy and efficiency of applicant recommendations in the re-

cruitment process. 

Keywords: Applicant Recommendation System, Content-Based Filtering, Co-

sine Similarity, Term Frequency–Inverse Document Frequency, Recruitment 

Process Efficiency. 

1 Introduction 

The selection process involving a large number of applicants requires significant 

time and effort to verify their qualifications and suitability for the desired positions 

[1]. To process a single keyword takes approximately 30 seconds or more, depending 

on the number of keywords and candidates to be selected. Technology plays a vital 

role in addressing this challenge by streamlining and accelerating recruitment pro-

cesses [2]. Technological advancements help optimize several selection stages and 

improve the quality of decisions made by recruitment teams [3]. They also contribute 

to creating a more transparent and efficient recruitment process [4, 5]. While mini-

mizing the potential for subjective evaluations that may occur in manual selection 

processes [6]. Therefore, a system capable of providing applicant recommendations is 

essential.  
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This study employs the Content-Based Filtering method, where the system calcu-

lates specific attributes or features possessed by applicants, such as skills, work expe-

rience, and education [7]. The system then compares these attributes with existing 

data to calculate the degree of similarity based on user input [8, 9]. A key advantage 

of Content-Based Filtering is its independence from other users’ data, as the system 

evaluates similarity solely based on individual applicant data [10]. This enables the 

system to deliver more specific recommendations by relying exclusively on internal 

data relevant to applicant searches [11]. 

Currently, research on applicant recommendation systems utilizing the Content-

Based Filtering approach remains limited. According to references on applicant rec-

ommendation systems, methods such as Simple Adaptive Weighting (SAW) and 

Simple Multi-Attribute Rating Technique (SMART) are more frequently used for 

decision support systems [12, 13]. Although SAW is simpler to implement, it has a 

drawback in terms of subjectivity in weighting [12, 14]. In this study, Cosine Simi-

larity is used to calculate similarity by measuring the angle between two vectors [9, 

15]. Additionally, the TF-IDF method is used for its efficiency, simplicity, and accu-

racy in word weighting [16]. 

2 Methodology 

2.1 Business Design 

As shown in Fig. 1, the program first executes the Recommendation function to 

provide applicant suggestions based on user preferences from previous searches. Rec-

ommended applicant data is stored as suggestion applicants and displayed through the 

recommendation feature. When searching for applicants, users are prompted to enter 

search keywords. The system then runs the Search Applicants function to process the 

search and display matching candidates in a table. If no data is found, the system re-

turns a "Data not found" message. The recommendation feature can display up to 

three suggested applicants. Additionally, users can reset the stored search keywords to 

view the full list of applicants. 
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Fig. 1. Business design 

2.2 Content-based Filtering Flowchart 

 As illustrated in Fig. 2, the Content-Based Filtering process consists of seven 

interconnected subprocesses that run sequentially: Case Folding, Stopword Removal, 

Tokenizing, and Stemming, which are part of the word preprocessing stage in the doc-

ument; TF-IDF, which assigns weights to words to determine their importance based 

on their frequency of occurrence; Cosine Similarity, which is used to calculate the 

similarity between two vectors; and finally, the recommendation process, which is 

performed by sorting the cosine similarity values from highest to lowest. 

 

Fig. 2. Content-based filtering flowchart 

3 Related Study 

3.1 Recommendation System 

A recommendation system is designed to provide suggestions or predict relevant 

information based on user preferences. This system aims to assist users in finding 

information or items that meet their needs [17]. In the development of recommenda-

tion systems, several methods are commonly used, including Collaborative Filtering, 
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Content-Based Filtering, Demographic Filtering, and Hybrid Filtering [18]. The use 

of the Content-Based Filtering method remains relatively rare. However, this method 

holds significant potential for delivering relevant recommendations, especially when 

applicant data is available in sufficient quantities and structured properly [19].  

3.1.1 Collaborative Filtering Method 

Collaborative Filtering is one of the most widely used methods in system develop-

ment [18]. This method can overcome the cold start problem that often occurs with 

new users, allowing the system to generate more relevant recommendations by com-

paring preferences based on the ratings of other users [20]. To generate recommenda-

tions, this method uses all or part of the user-item database [18]. 

3.1.2 Content-based Filtering Method 

Content-Based Filtering consists of several algorithms that compare features or at-

tributes of specific items with user preferences [8, 21]. This method compares item 

descriptions with search inputs to measure similarity and utilizes previous search data 

to provide item recommendations [22]. However, this method faces limitations like 

the cold start problem, where recommendations are difficult without initial user or 

item data [23]. 

3.1.3 Demographic Filtering Method 

In the Demographic Filtering method, the recommendation process is based on us-

er demographic attributes. The information used includes nationality, age, gender, and 

other demographic factors. With the obtained information, the data is grouped into 

several segments to facilitate the similarity measurement process based on the user's 

personal data and the object to be recommended [24].  

3.1.4 Hybrid Filtering Method 

Hybrid Filtering is a method that combines multiple approaches to enhance the per-

formance of recommendation systems [25]. This method is commonly used to address 

issues found in other filtering methods [26]. By combining the implicit relations be-

tween user preferences and additional taxonomic preferences, the system can generate 

higher-quality recommendations and address the cold-start problem [27]. 

3.2 Term Frequency – Inverse Document Frequency (TF-IDF) 

TF-IDF is a statistical method used to evaluate the importance of a word to a doc-

ument within a collection of documents [28]. Term Frequency (TF) measures the 

frequency of a word's appearance in a document, while Inverse Document Frequency 

(IDF) calculates weighting values based on how rarely the word appears across all 

documents [29]. A higher TF-IDF score indicates that the word has a high level of 

relevance to a specific document [30]. Combining the TF-IDF method with the Co-

sine Similarity algorithm enables recommendation systems to accurately compute the 
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similarity between documents, resulting in relevant and appropriate recommenda-

tions. The TF-IDF formula is as follows. 

 TF-IDF(p,q)=TF(p,q)×IDF(p) (1) 

Where: 

a) Term Frequency (TF): 

 TF(p,q)= Total word p in document Total words in document q⁄  (2) 

b) Inverse Document Frequency (IDF): 

 IDF(p)= log (N DF(p)⁄ ) (3) 

3.3 Cosine Similarity 

After the TF-IDF calculation is complete, similarity analysis can be conducted to 

assess how closely user input matches the data in the applicant database. The Cosine 

Similarity method is employed to measure the proximity of two vectors in vector 

space by calculating the angle between them. The smaller the angle, the higher the 

similarity level. The Cosine Similarity formula produces values between -1 and 1, 

where a value of 1 indicates very high similarity, 0 signifies no similarity, and -1 is 

opposite direction [31]. The formula for Cosine Similarity is as follows. 

 CosSim(A,B)=
A∙B

|A||B|
=

∑ Ai×Bi
n
i=1

√∑ (Ai)2n
i=1 ×√∑ (Bi)2n

i=1

 (4) 

4 Result and Discussion 

4.1 Recommendation Process in Content-Based Filtering  

Content-Based Filtering consists of seven interconnected subprocesses that operate 

sequentially. Each subprocess serves a specific and critical function to ensure optimal 

recommendation results. These subprocesses work together to produce an accurate 

and effective recommendation system that assists in the applicant selection process. 

The explanation for each subprocess is as follows [32]. 

a) Case Folding 

The first stage involves Case Folding, which converts all text to lowercase and re-

moves unnecessary characters, such as punctuation marks and other symbols. This 

step ensures data consistency by eliminating differences between uppercase and low-

ercase letters, which can often cause errors in text analysis. An example of Case Fold-

ing is illustrated in Table 1. 
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Table 1. Case folding process 

BEFORE AFTER 

Software Engineer, Programming, and 

Analyst 

software engineer programming and 

analyst 

b) Stopword Removal 

The system performs Stopword Removal by eliminating commonly used words 

that do not carry significant meaning in analysis, such as conjunctions, articles, and 

prepositions. This process filters out non-informative words and improves the accura-

cy of text processing. An example of Stopword Removal is illustrated in Table 2. 

Table 2. Stopword removal process 

BEFORE AFTER 

software engineer programming and 

analyst 

software engineer programming analyst 

c) Tokenizing 

Tokenizing is the process of breaking text into its smallest units called tokens. 

Without tokenizing, text becomes difficult to process due to a lack of structure. There-

fore, tokenizing serves as a foundation for more in-depth text analysis, such as key-

word searches, sentiment analysis, or text classification. An example of Tokenizing is 

illustrated in Table 3. 

Table 3. Tokenizing process 

BEFORE AFTER 

software engineer programming analyst [“software”, “engineer”, “program-

ming”, “analyst”] 

d) Stemming 

The next step focuses on removing affixes such as prefixes or suffixes to obtain the 

root form of a word by invoking a stemming function, as illustrated in the pseudocode. 

This ensures that the system recognizes a single entity even if words are used in differ-

ent contexts. An example of Stemming is shown in Table 4. 

Table 4. Stemming process 

BEFORE AFTER 

“software”, “engineer”, “programming”, 

“analyst” 

software engineer program analyst 
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e) Term Frequency – Inverse Document Frequency (TF-IDF) 

At this stage, the weight or importance of a word in a document is calculated based 

on its frequency of occurrence (Term Frequency) and the rarity of its appearance 

across other documents (Inverse Document Frequency). This calculation can be per-

formed using the TfidfVectorizer function. The Term Frequency (TF) calculation is as 

follows: 

𝑇𝐹(𝑠𝑜𝑓𝑡𝑤𝑎𝑟𝑒, 1) =
1

93
= 0.0108 

The overall TF calculation results are as shown in Table 5. 

Table 5. TF calculation 

DOC. SOFTWARE ENGINEER PROGRAM ANALYST 

0 (query) 0.25 0.25 0.25 0.25 

1 0.0108 0.0108 0 0 

2 0 0 0 0.0294 

3 0 0 0 0 

4 0.0096 0 0 0 

5 0 0 0.0098 0.0196 

6 0 0 0 0 

7 0 0 0 0 

8 0 0 0 0 

9 0 0.0182 0 0 

10 0 0 0.0096 0.0096 

Additionally, the Inverse Document Frequency (IDF) calculation is as follows: 

𝐼𝐷𝐹(𝑠𝑜𝑓𝑡𝑤𝑎𝑟𝑒) = log (10/2) =
0.69897  

𝐼𝐷𝐹(𝑒𝑛𝑔𝑖𝑛𝑒𝑒𝑟) = log (10/2) =
0.69897  

𝐼𝐷𝐹(𝑝𝑟𝑜𝑔𝑟𝑎𝑚) = log (10/2) =
0.69897  

𝐼𝐷𝐹(𝑎𝑛𝑎𝑙𝑦𝑠𝑡) = log (10/3) =
0.522878  

IDF is computed using a logarithmic formula that compares the total number of 

documents (N) to the number of documents containing a particular word (DF(p)). 

Words that rarely appear across the analyzed documents are considered more signifi-

cant in distinguishing one document from another. Thus, the TF-IDF calculation is 

obtained as follows: 

𝑇𝐹 − 𝐼𝐷𝐹(𝑠𝑜𝑓𝑡𝑤𝑎𝑟𝑒, 1) = 0.0108 × 0.69897 = 0.00754 

The overall TF-IDF calculation results are as shown in Table 6. 
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Table 6. TF-IDF calculation 

DOC. SOFTWARE ENGINEER PROGRAM ANALYST 

0 (query) 0.17474 0. 17474 0. 17474 1.30719 

1 0.00754 0. 00754 0 0 

2 0 0 0 0.01537 

3 0 0 0 0 

4 0.00671 0 0 0 

5 0 0 0.00685 0.01025 

6 0 0 0 0 

7 0 0 0 0 

8 0 0 0 0 

9 0 0.01272 0 0 

10 0 0 0. 00671 0.00502 

f) Cosine Similarity 

The method used to calculate similarity is Cosine Similarity, which measures the 

closeness between two vectors in a vector space based on the angle between them. 

The smaller the angle between the two vectors, the higher their similarity. For exam-

ple, the similarity between the query (A) and Applicant 1 (AP1) is calculated as fol-

lows: 

𝐴𝑃1 = 𝐶𝑜𝑠𝑆𝑖𝑚(0, 1) = (0.00131753 + 0.0013175)/(√0.122136 ×

√0.0001137) = 0.0073  

The overall Cosine Similarity calculation results are as shown in Table 7. 

Table 7. Cosine Similarity calculation 

APPLICANT SCORES 

AP1 0.0073 

AP2 0.055 

AP3 0 

AP4 0.0032 

AP5 0.0403 

AP6 0 

AP7 0 

AP8 0 

AP9 0.0061 

AP10 0.0216 
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g) Recommendation Process 

FOR Int i < LENGTH OF (cosine_sim) 

 IF cosine_sim[i] > 0 

  APPEND cosine_sim[i] TO indices_with_scores 

 ENDIF 

ENDFOR 

SORT indices_with_scores FROM HIGHEST TO LOWEST 

In the recommendation process, the system sorts the Cosine Similarity results from 

highest to lowest. Results with a value of 0 are excluded from the list of recommend-

ed applicants. The higher the computed similarity score, the greater the likelihood that 

the applicant meets the users’ criteria, placing them at the top of the recommendation 

list. 

Based on the previous Cosine Similarity calculations, AP2 achieved the highest 

similarity score of 0.055, followed by AP5 with 0.0403, AP10 with 0.0216, AP1 with 

0.0073, AP9 with 0.0061, and AP4 with 0.0032. Meanwhile, applicants 3, 6, 7, and 8 

received a score of 0. Therefore, the priority order is AP2, AP5, AP10, AP1, AP9, and 

AP4. 

4.2 Computational Efficiency and Real-time Scalability 

The development of an applicant recommendation system using the Content-Based 

Filtering method allows users to search for candidates based on various parameters, 

such as skills, work experience, or education. This feature is designed to assist re-

cruitment teams in the selection process, which currently still relies on the search 

function in Microsoft Excel. This method is considered inefficient as it takes a long 

time, especially when there are many applicants and multiple keywords to compare. 

With this search feature, the candidate selection process can be carried out more 

quickly and efficiently, as shown in Table 8. 

Table 8. Compares the manual selection process in Microsoft Excel with the system's 

automated process, showing efficiency and time differences 

SELECTION PROCESS 
KEYWORD AMOUNT 

1 KEYWORD 4 KEYWORDS 

Using Recommendation System  ±700ms ±750ms 

Using Excel ±30,000ms ±120,000ms 
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5 Conclusion 

By implementing the Content-Based Filtering method in the applicant recommen-

dation system, computation time becomes significantly faster compared to administra-

tive selection using the search feature in Microsoft Excel. Test results show that the 

system requires only about 0.7 second to find candidates based on four keywords: 

software, engineer, programming, and analyst. Meanwhile, using the search feature in 

Microsoft Excel, the administrative selection process takes at least 30 seconds for a 

single keyword or more than 2 minutes to complete a search based on four keywords, 

depending on the number of applicants being screened. 

Based on the evaluation of user satisfaction from a total of 7 workers using the 

DeLone and McLean model, the system achieved a satisfaction score of 95.4%. How-

ever, the program still struggles to process numerical search inputs, making it difficult 

to search for data like age, years of experience, and other similar aspects. As a sug-

gestion for future research, combining Content-Based Filtering with other algorithms 

or methods could be explored. The choice of combination should align with the sys-

tem's objectives and requirements. By implementing such methods, it is expected that 

the accuracy and relevance of the recommendations can improve, allowing the system 

to provide optimal and user-specific suggestions. 
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