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ANALISIS SENTIMEN PENGALAMAN NASABAH PADA
KCU/KCP BERBASIS TF-IDF NAIVE BAYES DAN

INDOBERT DI PT BANK XYZ

Edmund Daniel Valentino

ABSTRAK

Penelitian ini berfokus pada penerapan analisis sentimen terhadap
customer experience nasabah di Kantor Cabang Utama (KCU) dan Kantor Cabang
Pembantu (KCP) Bank XYZ. Dataset diperoleh dari hasil survei kepuasan
nasabah yang terlebih dahulu melalui proses pelabelan manual untuk menentukan
kelas sentimen positif, netral, dan negatif. Penelitian dilaksanakan menggunakan
metodologi CRISP-DM yang mencakup tahapan business understanding, data
preparation, modeling, evaluation, dan deployment. Dua pendekatan model
digunakan dan dibandingkan, yaitu model klasik TF-IDF dengan Naive Bayes
menggunakan GridSearchCV serta model fransformer IndoBERT dengan
Bayesian Optimization. Hasil pengujian menunjukkan bahwa model TF-IDF
Naive Bayes mencapai akurasi sebesar 87%, sedangkan model IndoBERT
menghasilkan performa yang lebih unggul dengan akurasi sebesar 96%. Meski
demikian, model masih menghadapi tantangan pada kelas sentimen netral akibat
ketidakseimbangan data. Model terbaik kemudian diimplementasikan dalam
bentuk aplikasi berbasis Streamlit yang mampu mengolah file Excel berisi
komentar nasabah dan menampilkan hasil klasifikasi sentimen secara interaktif.
Penelitian in1i membuktikan bahwa IndoBERT efektif untuk analisis sentimen
berbahasa Indonesia dan dapat mendukung evaluasi kualitas layanan perbankan
secara lebih objektif dan berbasis data.

Kata kunci: Analisis Sentimen, Bayesian Optimization, CRISP-DM, Customer
Experience, GridSearchCV, IndoBERT, Naive Bayes, Streamlit
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SENTIMENT ANALYSIS OF CUSTOMER EXPERIENCE AT
KCU/KCP USING TF-IDF NAIVE BAYES AND INDOBERT IN

PT BANK XYZ

Edmund Daniel Valentino

ABSTRACT (English)

This research focuses on the application of sentiment analysis to
customer experience data from customers of the Main Branch Office (KCU)
and Sub-Branch Office (KCP) of Bank XYZ. The dataset was obtained from
customer satisfaction surveys and first underwent a manual labeling process
to determine positive, neutral, and negative sentiment classes. The study was
conducted using the CRISP-DM methodology, which includes the stages of
business understanding, data preparation, modeling, evaluation, and
deployment. Two modeling approaches were implemented and compared: a
traditional TF-IDF with Naive Bayes model using GridSearchCV, and a
transformer-based IndoBERT model with Bayesian Optimization. The
experimental results show that the TF-IDF Naive Bayes model achieved an
accuracy of 87%, while the IndoBERT model demonstrated superior
performance with an accuracy of 96%. However, the model still faces
challenges in the neutral sentiment class due to data imbalance. The best-
performing model was then deployed as a Streamlit-based application capable
of processing Excel files containing customer comments and presenting
interactive sentiment classification results. This study demonstrates that
IndoBERT is effective for sentiment analysis in Indonesian language and can
support a more objective and data-driven evaluation of banking service

quality.

Keywords: Bayesian Optimization, CRISP-DM, Customer Experience,
GridSearchCV, IndoBERT, Naive Bayes, Sentiment Analysis, Streamlit
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