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HYBRID ENSEMBLE XGBOOST, LIGHTGBM, CATBOOST,

RANDOM FOREST DAN MLPCLASSIFIER UNTUK

MEMPREDIKSI KINERJA MAHASISWA UMN DENGAN

SHAP

Eric Mourinho

ABSTRAK

Ketimpangan performa akademik mahasiswa dan kebutuhan akan sistem
pendukung keputusan berbasis data mendorong pengembangan model
prediksi kelulusan yang akurat dan dapat diinterpretasikan. Penelitian ini
mengembangkan model prediksi status kelulusan mahasiswa Program Studi
Sistem Informasi di Universitas Multimedia Nusantara menggunakan
pendekatan Hybrid Ensemble yang mengombinasikan XGBoost, LightGBM,
CatBoost, Random Forest, dan MLPClassifier melalui mekanisme Voting
Ensemble (hard voting dan soft voting). Dataset terdiri dari data akademik
mahasiswa angkatan 2020-2024 dan melalui tahapan preprocessing, feature
engineering, penanganan ketidakseimbangan kelas, serta evaluasi
menggunakan stratified 5-fold cross-validation pada tiga fase prediksi
(Semester 2, 4, dan 6). Hasil penelitian menunjukkan bahwa Hybrid
Ensemble memiliki performa lebih stabil dan unggul dibandingkan model
individual, terutama pada skenario multi-class dengan distribusi kelas yang
tidak seimbang. Untuk meningkatkan interpretabilitas, metode Explainable
Artificial Intelligence (XAI) menggunakan SHAP diterapkan, dan hasilnya
menunjukkan bahwa TOTAL SEMESTER, ANGKATAN, nilai avg,
TOTAL SKS, serta hadir_consistency merupakan fitur paling berpengaruh,
sementara variabel demografis dan sosial ekonomi memberikan kontribusi
moderat. Model ini tidak hanya akurat secara empiris tetapi juga memberikan
transparansi bagi institusi pendidikan untuk mendukung sistem deteksi dini
dan intervensi akademik berbasis data bagi mahasiswa berisiko.

Kata kunci: Hybrid Ensemble, SHAP, Prediksi Kelulusan, Machine
Learning, Explainable Artificial Intelligence
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HYBRID ENSEMBLE OF XGBOOST, LIGHTGBM,
CATBOOST, RANDOM FOREST AND MLPCLASSIFIER FOR
PREDICTING STUDENT PERFORMANCE AT UMN USING

SHAP

Eric Mourinho

ABSTRACT (English)

The gap in student academic performance and the increasing demand for
data-driven decision support systems highlight the need for accurate and
interpretable graduation prediction models. This study proposes a Hybrid
Ensemble approach to predict student graduation outcomes in the
Information Systems program at Multimedia Nusantara University by
combining XGBoost, LightGBM, CatBoost, Random Forest, and
MLPClassifier using both hard and soft voting mechanisms. The dataset
includes academic records from 2020-2024 cohorts and underwent
preprocessing, feature engineering, class imbalance handling, and stratified
5-fold cross-validation across three prediction stages (Semester 2, 4, and 6).
The results show that the Hybrid Ensemble achieves more stable and superior
performance than individual models, particularly in multi-class and
imbalanced scenarios. To enhance interpretability, Explainable Artificial
Intelligence  (XAI) using SHAP was applied, revealing that
TOTAL SEMESTER, cohort year, average grade, total completed credits,
and attendance consistency are the most influential features, while
demographic and socioeconomic variables contribute moderately. The
proposed model not only delivers strong predictive accuracy but also
provides transparency to support early warning systems and data-driven
academic interventions for at-risk students.

Keywords: Hybrid Ensemble, SHAP, Graduation Prediction , Machine
Learning, Explainable Artificial Intelligence
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