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PENGEMBANGAN MODEL KLASIFIKASI LIMIT KREDIT 

NASABAH MENGGUNAKAN ENSEMBLE GRADIENT 

BOOSTING STUDI KASUS PT XYZ 

 (Febianus Felix Widisulistyo) 

ABSTRAK 

 

 Penelitian ini bertujuan untuk mengembangkan model prediksi limit kredit 

nasabah menggunakan pendekatan machine learning guna mendukung proses 

pengambilan keputusan yang lebih objektif dan efisien di PT XYZ. 

Permasalahan utama yang dihadapi perusahaan adalah proses penentuan limit 

kredit yang masih bergantung pada analisis manual, sehingga memerlukan 

waktu yang relatif lama dan berpotensi menimbulkan subjektivitas dalam 

pengambilan keputusan. Penelitian ini menggunakan kerangka kerja CRISP-

DM yang mencakup tahapan Business Understanding, Data Understanding, 

Data Preparation, Modeling, Evaluation, dan Deployment sebagai 

metodologi pengembangan model secara sistematis. Tiga algoritma ensemble 

learning, yaitu Gradient Boosting, XGBoost, dan LightGBM, diterapkan dan 

dibandingkan berdasarkan metrik evaluasi accuracy dan F1-score untuk 

menilai kinerja model secara komprehensif. Hasil evaluasi menunjukkan 

bahwa LightGBM memberikan performa terbaik dengan nilai akurasi sebesar 

92,13%, sehingga dipilih sebagai model utama dalam penelitian ini. Model 

terbaik tersebut kemudian diimplementasikan ke dalam aplikasi berbasis 

Streamlit yang dipublikasikan secara daring menggunakan layanan ngrok. 

Aplikasi ini memungkinkan proses klasifikasi limit kredit nasabah dilakukan 

secara otomatis serta menampilkan hasil prediksi dalam bentuk probabilitas 

untuk setiap kategori limit kredit, yaitu Low, Medium, dan High. Secara 

keseluruhan, sistem yang dikembangkan mampu menghasilkan model 

prediksi yang mudah diakses, serta berpotensi meningkatkan efisiensi dan 

objektivitas proses analisis limit kredit di perusahaan secara berkelanjutan. 

 
 

 

Kata kunci: Ensemble Learning, LightGBM, Machine Learning, Prediksi 

Limit Kredit, Streamlit 
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DEVELOPMENT OF A CUSTOMER CREDIT LIMIT 

CLASSIFICATION MODEL USING ENSEMBLE GRADIENT 

BOOSTING: A CASE STUDY AT PT XYZ  

 (Febianus Felix Widisulistyo) 

 

ABSTRACT (English) 

 

 This research aims to develop a customer credit limit prediction model 

using a machine learning approach to support more objective and efficient 

decision-making processes at PT XYZ. The main problem faced by the 

company is that the credit limit determination process still relies on manual 

analysis, which requires relatively long processing time and may introduce 

subjectivity in decision-making. This study adopts the CRISP-DM framework, 

which consists of the Business Understanding, Data Understanding, Data 

Preparation, Modeling, Evaluation, and Deployment stages, as a systematic 

methodology for model development. Three ensemble learning algorithms—

Gradient Boosting, XGBoost, and LightGBM—were implemented and 

compared using accuracy and F1-score as evaluation metrics to 

comprehensively assess model performance. The evaluation results indicate 

that LightGBM achieved the best performance, with an accuracy of 92.13%, 

and was therefore selected as the primary model in this study. The best-

performing model was subsequently implemented in a Streamlit-based 

application and deployed online using the ngrok service. This application 

enables automatic classification of customer credit limits and presents 

prediction results in the form of probabilities for each credit limit category, 

namely Low, Medium, and High. Overall, the developed system produces an 

accurate and accessible prediction model and has the potential to improve 

the efficiency and objectivity of credit limit analysis processes within the 

company on a sustainable basis. 
 

 

 
Keywords: Credit Limit Prediction, Ensemble Learning, LightGBM, Machine 
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