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PENERAPAN TRANSFER LEARNING MENGGUNAKAN XCEPTION
UNTUK DETEKSI GAMBAR DEEPHOAX

Nasywa Naura Aulia

ABSTRAK

Perkembangan pesat teknologi kecerdasan buatan generatif telah meningkatkan
produksi konten visual, khususnya gambar deephoax, yang sulit dibedakan dari
gambar asli dan berpotensi menimbulkan ancaman serius terhadap keamanan
digital. Oleh karena itu, diperlukan sistem deteksi otomatis yang andal untuk
mengidentifikasi gambar hasil ai-generated. Penelitian ini bertujuan untuk
menerapkan metode transfer learning menggunakan arsitektur Xception dalam
mendeteksi gambar wajah deephoax. Dataset yang digunakan terdiri dari gambar
wajah asli dari Flickr-Faces-HQ (FFHQ) dan gambar wajah hasil ai-generated.
Model pre-trained Xception digunakan sebagai feature extractor, kemudian dilatih
untuk membedakan gambar wajah asli dan deephoax. Evaluasi performa model
dilakukan menggunakan metrik akurasi, precision, recall, F1-score, serta analisis
confusion matrix. Hasil penelitian menunjukkan bahwa model Xception berbasis
transfer learning mampu mengekstraksi fitur visual secara efektif dan mencapai
performa yang tinggi yaitu akurasi sebesar 96.20% pada dataset validation dan
96.46% pada dataset testing. Berdasarkan hasil tersebut, dapat disimpulkan bahwa
pendekatan transfer learning menggunakan arsitektur Xception merupakan solusi
yang efektif dan andal untuk mendukung proses deteksi gambar deephoax.

Kata kunci: Deephoax, Deep Learning, Feature Extractor, Transfer Learning,
Xception
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IMPLEMENTATION OF TRANSFER LEARNING USING XCEPTION FOR
DEEPHOAX IMAGE DETECTION

Nasywa Naura Aulia

ABSTRACT

The rapid development of generative artificial intelligence technology has led to
a significant increase in the production of visual content, particularly deephoax
images, which are difficult to distinguish from authentic images and pose serious
threats to digital security. Therefore, a reliable automated detection system is
required to identify AI-generated images. This study aims to apply a transfer
learning approach using the Xception architecture for detecting facial deephoax
images. The dataset used consists of real facial images from Flickr-Faces-HQ
(FFHQ) and AI-generated facial images. The pre-trained Xception model is
employed as a feature extractor and subsequently trained to distinguish between
real facial images and deephoax images. Model performance is evaluated
using accuracy, precision, recall, F1-score, and confusion matrix analysis. The
experimental results demonstrate that the Xception-based transfer learning model
is able to effectively extract visual features and achieve high performance, with an
accuracy of 96.20% on the validation dataset and 96.46% on the testing dataset.
Based on these results, it can be concluded that the transfer learning approach
using the Xception architecture is an effective and reliable solution for supporting
deephoax image detection.

Keywords: Deephoax, Deep Learning, Feature Extractor, Transfer Learning,
Xception
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