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ANALISIS KOMPARATIF LIGHTGBM, RANDOM FOREST, 

DAN MULTILAYER PERCEPTRON DALAM MEMPREDIKSI 

KINERJA MAHASISWA UMN MENGGUNAKAN SHAP 

 Eric Mourinho 

 

ABSTRAK 

 

Ketimpangan kinerja akademik mahasiswa merupakan permasalahan strategis 

dalam pendidikan tinggi yang berdampak pada keterlambatan kelulusan dan 

menurunnya kualitas lulusan. Penelitian ini bertujuan untuk menganalisis dan 

membandingkan kinerja tiga algoritma machine learning, yaitu Light Gradient 

Boosting Machine (LightGBM), Random Forest, dan Multilayer Perceptron 

(MLP), dalam memprediksi kinerja akademik mahasiswa Universitas Multimedia 

Nusantara (UMN) serta mengevaluasi interpretabilitas model menggunakan 

pendekatan Explainable Machine Learning. Penelitian ini menggunakan 

pendekatan kuantitatif dengan kerangka kerja Cross-Industry Standard Process for 

Data Mining (CRISP-DM) yang meliputi tahap business understanding, data 

understanding, data preparation, modeling, evaluation, dan deployment. Data yang 

digunakan berasal dari data akademik mahasiswa yang telah melalui proses 

prapemrosesan, rekayasa fitur, serta penanganan ketidakseimbangan kelas. 

Evaluasi model dilakukan menggunakan metrik accuracy, precision, recall, F1-

score, dan confusion matrix. Hasil penelitian menunjukkan bahwa LightGBM 

memberikan performa terbaik dan paling konsisten dibandingkan Random Forest 

dan MLP, khususnya dalam mendeteksi mahasiswa berisiko mengalami penurunan 

kinerja akademik. Penerapan metode SHapley Additive exPlanations (SHAP) 

berhasil mengidentifikasi faktor-faktor utama yang memengaruhi prediksi model, 

sehingga meningkatkan transparansi dan kepercayaan terhadap hasil prediksi. 

Secara keseluruhan, penelitian ini menunjukkan bahwa integrasi machine learning 

dan explainable AI efektif untuk mendukung sistem peringatan dini dan 

pengambilan keputusan akademik berbasis data.  

 

 

Kata kunci: Kinerja akademik mahasiswa, machine learning, LightGBM, 

Explainable AI, SHAP 
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Comparative Analysis of LightGBM, Random Forest, and 

Multilayer Perceptron for Predicting Student Academic 

Performance at UMN Using SHAP 

Eric Mourinho 

 

ABSTRACT 

 

Disparities in students’ academic performance remain a strategic issue in higher 

education, as they contribute to delayed graduation and declining graduate quality. 

This study aims to analyze and compare the performance of three machine learning 

algorithms, namely Light Gradient Boosting Machine (LightGBM), Random 

Forest, and Multilayer Perceptron (MLP), in predicting the academic performance 

of students at Universitas Multimedia Nusantara (UMN), while also evaluating 

model interpretability using an Explainable Machine Learning approach. This 

research adopts a quantitative methodology and follows the Cross-Industry 

Standard Process for Data Mining (CRISP-DM) framework, which includes 

business understanding, data understanding, data preparation, modeling, 

evaluation, and deployment stages. The dataset consists of students’ academic 

records that have undergone preprocessing, feature engineering, and class 

imbalance handling. Model performance is evaluated using accuracy, precision, 

recall, F1-score, and confusion matrix metrics. The results indicate that LightGBM 

achieves the most consistent and superior predictive performance compared to 

Random Forest and MLP, particularly in identifying students at risk of academic 

performance decline. Furthermore, the application of SHapley Additive 

exPlanations (SHAP) successfully identifies key factors influencing model 

predictions, thereby enhancing transparency and trust in the predictive results. 

Overall, this study demonstrates that integrating machine learning models with 

explainable AI techniques is effective in supporting early warning systems and 

data-driven academic decision-making. 

 

 

Keywords: student academic performance, machine learning, LightGBM, 

Explainable AI, SHAP 
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