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Optimalisasi Prediksi Pertumbuhan Peserta dan Pendapatan

pada platform Labskill Menggunakan Machine Learning dan

Deep Learning

Marcello Roy

ABSTRAK

Pertumbuhan platform edukasi digital seperti LabSkill menuntut ketersediaan
sistem prediksi yang akurat untuk memperkirakan jumlah peserta dan total
revenue sebagai dasar pengambilan keputusan strategis. Penelitian ini
bertujuan mengembangkan sistem forecasting berbasis machine learning
dengan membandingkan algoritma Extreme Gradient Boosting dan Artificial
Neural Network pada dua target, yaitu jumlah peserta dan total revenue
bulanan. Tahapan penelitian meliputi data preprocessing, rekayasa fitur,
pemodelan, serta optimasi hyperparameter menggunakan Optuna untuk
Extreme Gradient Boosting dan Hyperband untuk Artificial Neural Network.
Hasil evaluasi menunjukkan bahwa Extreme Gradient Boosting dengan
tuning Optuna memberikan performa terbaik pada kedua target, dengan nilai
R? sebesar 0.9543 untuk prediksi jumlah peserta dan 0.8972 untuk prediksi
total revenue, disertai nilai MAE, MAPE, dan RMSE yang rendah
dibandingkan model baseline. Sebaliknya, Artificial Neural Network tidak
menunjukkan performa yang memadai akibat keterbatasan jumlah data dan
kompleksitas pola deret waktu, sehingga menghasilkan error yang tinggi dan
nilai R? negatif. Model terbaik kemudian diimplementasikan ke dalam sistem
berbasis web menggunakan Streamlit untuk mendukung proses forecasting
secara interaktif. Secara keseluruhan, penelitian ini menunjukkan bahwa
pendekatan berbasis tree seperti Extreme Gradient Boosting lebih efektif dan
stabil untuk forecasting data bisnis dengan jumlah sampel terbatas dan pola
temporal yang kompleks.

Kata kunci: Deep Learning, Machine Learning Learning, Prediksi
Pendapatan Prediski Pertumbuhan
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Optimizing Participant and Revenue Growth Prediction on the
LabSKkill Platform Using Machine Learning and Deep Learning

Marcello Roy

ABSTRACT (English)

The growth of digital education platforms such as LabSkill requires accurate
prediction systems to estimate the number of participants and total revenue as a
basis for strategic decision-making. This study aims to develop a machine learning—
based forecasting system by comparing Extreme Gradient Boosting and Artificial
Neural Network algorithms on two targets, namely the number of participants and
monthly total revenue. The research stages include data preprocessing, feature
engineering, model development, and hyperparameter optimization using Optuna
for Extreme Gradient Boosting and Hyperband for Artificial Neural Network. The
evaluation results show that Extreme Gradient Boosting with Optuna tuning
achieves the best performance for both targets, with R? values of 0.9543 for
participant prediction and 0.8972 for revenue prediction, accompanied by lower
MAE, MAPE, and RMSE compared to baseline models. In contrast, the Artificial
Neural Network fails to deliver satisfactory performance due to limited data size
and the complexity of temporal patterns, resulting in high prediction errors and
large negative R? values. The best-performing model is then deployed through a
web-based system using Streamlit to enable interactive real-time forecasting.
Overall, this study demonstrates that tree-based approaches such as Extreme
Gradient Boosting are more effective and stable for business forecasting tasks

involving limited datasets and complex temporal patterns.

Keywords: Deep Learning, Growth Prediction, Machine Learning, Revenue
Prediction
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