
 
 

97 
Optimalisasi Prediksi Pertumbuhan Peserta dan Pendapatan pada platform Labskill Menggunakan 

Machine Learning dan Deep Learning, Marcello Roy, Universitas Multimedia Nusantara 
 

DAFTAR PUSTAKA 
[1] Y. K. Elalem, S. Maier, and R. W. Seifert, “A machine learning-based 

framework for forecasting sales of new products with short life cycles using 
deep neural networks,” Int J Forecast, vol. 39, no. 4, pp. 1874–1894, Oct. 
2023, doi: 10.1016/j.ijforecast.2022.09.005. 

[2] M. P. Rahman Mahin, M. Shahriar, R. R. Das, A. Roy, and A. W. Reza, 
“Enhancing Sustainable Supply Chain Forecasting Using Machine Learning 
for Sales Prediction,” in Procedia Computer Science, Elsevier B.V., 2025, 
pp. 470–479. doi: 10.1016/j.procs.2025.01.006. 

[3] S. Lee, S. Ko, A. H. Roudsari, and W. Lee, “A deep learning model for 
predicting the number of stores and average sales in commercial district,” 
Data Knowl Eng, vol. 150, Mar. 2024, doi: 10.1016/j.datak.2024.102277. 

[4] P. Chakri, S. Pratap, Lakshay, and S. K. Gouda, “An exploratory data 
analysis approach for analyzing financial accounting data using machine 
learning,” Decision Analytics Journal, vol. 7, Jun. 2023, doi: 
10.1016/j.dajour.2023.100212. 

[5] K. Sudha, T. P. Anish, C. Balakrishnan, S. Lakumarapu, P. J. B. Pajila, and 
S. R. Subramanian, “Leveraging Machine Learning for Customer 
Intelligence: An Experimental Analysis Learning Classifiers,” in Procedia 
Computer Science, Elsevier B.V., 2023, pp. 128–137. doi: 
10.1016/j.procs.2023.12.068. 

[6] V. Adomat, J. Ehrhardt, C. Kober, M. Ahanpanjeh, and J. P. Wulfsberg, “A 
Machine Learning Approach for Revenue Management in Cloud 
Manufacturing,” in Procedia CIRP, Elsevier B.V., 2023, pp. 342–347. doi: 
10.1016/j.procir.2023.06.059. 

[7] Y. Ahmadov and P. Helo, “Deep learning-based approach for forecasting 
intermittent online sales,” Discover Artificial Intelligence, vol. 3, no. 1, Dec. 
2023, doi: 10.1007/s44163-023-00085-1. 

[8] X. Kong et al., “Deep learning for time series forecasting: a survey,” 
International Journal of Machine Learning and Cybernetics, vol. 16, no. 7–
8, pp. 5079–5112, Aug. 2025, doi: 10.1007/s13042-025-02560-w. 

[9] H. GhorbanTanhaei, P. Boozary, S. Sheykhan, M. Rabiee, F. Rahmani, and 
I. Hosseini, “Predictive analytics in customer behavior: Anticipating trends 
and preferences,” Results in Control and Optimization, vol. 17, Dec. 2024, 
doi: 10.1016/j.rico.2024.100462. 

[10] C. V. Shakila and S. K. Khadar Babu, “Evaluating and contrasting machine 
learning and statistical techniques for time series forecasting with 



 
 

98 
Optimalisasi Prediksi Pertumbuhan Peserta dan Pendapatan pada platform Labskill Menggunakan 

Machine Learning dan Deep Learning, Marcello Roy, Universitas Multimedia Nusantara 
 

hyperparameter optimization,” Results in Engineering, vol. 27, Sep. 2025, 
doi: 10.1016/j.rineng.2025.106275. 

[11] P. Tunsch, N. Becker, and B. Schlecht, “Development of a workflow to build 
optimal machine learning models for stress concentration factor regression,” 
Forschung im Ingenieurwesen/Engineering Research, vol. 88, no. 1, Dec. 
2024, doi: 10.1007/s10010-024-00730-w. 

[12] C. R. Prabu, R. Ravindran, K. S. Abhiram Varma, K. S. Sri Rohith, G. 
Sowmya, and M. S. Remya, “Comprehensive Review on Sales Prediction 
Models,” in Procedia Computer Science, Elsevier B.V., 2025, pp. 1218–
1227. doi: 10.1016/j.procs.2025.04.077. 

[13] M. Rahal, B. S. Ahmed, G. Szabados, T. Fornstedt, and J. Samuelsson, 
“Enhancing machine learning performance through intelligent data quality 
assessment: An unsupervised data-centric framework,” Heliyon, vol. 11, no. 
4, Feb. 2025, doi: 10.1016/j.heliyon.2025.e42777. 

[14] M. A. K. Raiaan et al., “A systematic review of hyperparameter optimization 
techniques in Convolutional Neural Networks,” Jun. 01, 2024, Elsevier Inc. 
doi: 10.1016/j.dajour.2024.100470. 

[15] W. Qian and Y. Wang, “Analyzing E-Commerce Market Data Using Deep 
Learning Techniques to Predict Industry Trends,” Journal of Organizational 
and End User Computing, vol. 36, no. 1, 2024, doi: 10.4018/JOEUC.342093. 

[16] D. Broby, “The use of predictive analytics in finance,” Nov. 01, 2022, KeAi 
Communications Co., Northern Ireland. doi: 10.1016/j.jfds.2022.05.003. 

[17] D. Muhajir, M. Akbar, A. Bagaskara, and R. Vinarti, “Improving 
classification algorithm on education dataset using hyperparameter tuning,” 
in Procedia Computer Science, Elsevier B.V., 2021, pp. 538–544. doi: 
10.1016/j.procs.2021.12.171. 

[18] Y. Sun, “Financial distress Prediction based on deep learning model,” in 
Procedia Computer Science, Elsevier B.V., 2024, pp. 1069–1078. doi: 
10.1016/j.procs.2024.09.127. 

[19] B. Alnasyan, M. Basheri, and M. Alassafi, “The power of Deep Learning 
techniques for predicting student performance in Virtual Learning 
Environments: A systematic literature review,” Jun. 01, 2024, Elsevier B.V. 
doi: 10.1016/j.caeai.2024.100231. 

[20] J. Deng, X. Huang, and X. Ren, “A multidimensional analysis of self-esteem 
and individualism: A deep learning-based model for predicting elementary 
school students’ academic performance,” Measurement: Sensors, vol. 33, p. 
101147, Apr. 2024, doi: 10.1016/j.measen.2024.101147. 



 
 

99 
Optimalisasi Prediksi Pertumbuhan Peserta dan Pendapatan pada platform Labskill Menggunakan 

Machine Learning dan Deep Learning, Marcello Roy, Universitas Multimedia Nusantara 
 

[21] D. Li et al., “A multiple long short-term model for product sales forecasting 
based on stage future vision with prior knowledge,” Inf Sci (N Y), vol. 625, 
pp. 97–124, May 2023, doi: 10.1016/j.ins.2022.12.099. 

[22] Usha R, Vijiyalakshmi V, and Shenbaha S, “Enhancing Business 
Profitability Through Regression-Based Sales Forecasting,” Internaaonal 
Journal of Sciennfic Research and Engineering Development, vol. 8, 2025, 
[Online]. Available: https://www.researchgate.net/publication/395025629 

[23] J. Bajorath, “From scientific theory to duality of predictive artificial 
intelligence models,” Apr. 16, 2025, Cell Press. doi: 
10.1016/j.xcrp.2025.102516. 

[24] M. Soori, B. Arezoo, and R. Dastres, “Artificial intelligence, machine 
learning and deep learning in advanced robotics, a review,” Jan. 01, 2023, 
KeAi Communications Co. doi: 10.1016/j.cogr.2023.04.001. 

[25] Y. K. Elalem, S. Maier, and R. W. Seifert, “A machine learning-based 
framework for forecasting sales of new products with short life cycles using 
deep neural networks,” Int J Forecast, vol. 39, no. 4, pp. 1874–1894, Oct. 
2023, doi: 10.1016/j.ijforecast.2022.09.005. 

[26] M. Wojciuk, Z. Swiderska-Chadaj, K. Siwek, and A. Gertych, “Improving 
classification accuracy of fine-tuned CNN models: Impact of 
hyperparameter optimization,” Heliyon, vol. 10, no. 5, Mar. 2024, doi: 
10.1016/j.heliyon.2024.e26586. 

[27] J. A. Solano, D. J. Lancheros Cuesta, S. F. Umaña Ibáñez, and J. R. 
Coronado-Hernández, “Predictive models assessment based on CRISP-DM 
methodology for students performance in Colombia - Saber 11 Test,” in 
Procedia Computer Science, Elsevier B.V., 2021, pp. 512–517. doi: 
10.1016/j.procs.2021.12.278. 

[28] A. M. Shimaoka, R. C. Ferreira, and A. Goldman, “The evolution of CRISP-
DM for Data Science: Methods, Processes and Frameworks,” SBC Reviews 
on Computer Science, vol. 4, no. 1, pp. 28–43, Oct. 2024, doi: 
10.5753/reviews.2024.3757. 

[29] C. Schröer, F. Kruse, and J. M. Gómez, “A systematic literature review on 
applying CRISP-DM process model,” in Procedia Computer Science, 
Elsevier B.V., 2021, pp. 526–534. doi: 10.1016/j.procs.2021.01.199. 

[30] C. Du, “Construction of Consumption Data Optimization Model Based on 
XGBoost Algorithm,” in Procedia Computer Science, Elsevier B.V., 2025, 
pp. 278–286. doi: 10.1016/j.procs.2025.05.054. 

[31] Y. Ensafi, S. H. Amin, G. Zhang, and B. Shah, “Time-series forecasting of 
seasonal items sales using machine learning – A comparative analysis,” 



 
 

100 
Optimalisasi Prediksi Pertumbuhan Peserta dan Pendapatan pada platform Labskill Menggunakan 

Machine Learning dan Deep Learning, Marcello Roy, Universitas Multimedia Nusantara 
 

International Journal of Information Management Data Insights, vol. 2, no. 
1, Apr. 2022, doi: 10.1016/j.jjimei.2022.100058. 

[32] A. Rodan, “An advanced optimization framework for hyperparameter tuning 
in predictive analytics,” Decision Analytics Journal, vol. 16, Sep. 2025, doi: 
10.1016/j.dajour.2025.100614. 

[33] B. A. Dada, N. I. Nwulu, and S. O. Olukanmi, “Bayesian optimization with 
Optuna for enhanced soil nutrient prediction: a comparative study with 
genetic algorithm and particle swarm optimization,” Smart Agricultural 
Technology, vol. 12, Dec. 2025, doi: 10.1016/j.atech.2025.101136. 

[34] J. Won, H. S. Lee, and J. W. Lee, “A review on multi-fidelity hyperparameter 
optimization in machine learning,” Apr. 01, 2025, Korean Institute of 
Communications and Information Sciences. doi: 10.1016/j.icte.2025.02.008. 

[35] I. Colonnelli et al., “Distributed workflows with Jupyter,” Future 
Generation Computer Systems, vol. 128, pp. 282–298, Mar. 2022, doi: 
10.1016/j.future.2021.10.007. 

[36] E. H. Cuevas, D. Zaldivar, and M. Perez, “Impact of Programming 
Languages on Learning Performance,” International Journal of Information 
and Communication Technology Education, vol. 21, no. 1, 2025, doi: 
10.4018/IJICTE.371419. 

[37] K. Wrobel, P. Porwik, and T. Orczyk, “Open-source Python repository for 
data drift analysis,” in Procedia Computer Science, Elsevier B.V., 2024, pp. 
482–489. doi: 10.1016/j.procs.2024.09.428. 

[38] S. Wattanakriengkrai et al., “GitHub repositories with links to academic 
papers: Public access, traceability, and evolution,” Journal of Systems and 
Software, vol. 183, Jan. 2022, doi: 10.1016/j.jss.2021.111117. 

[39] T. D. Muller et al., “OpenMS WebApps: Building User-Friendly Solutions 
for MS Analysis,” J Proteome Res, vol. 24, no. 2, pp. 940–948, Feb. 2025, 
doi: 10.1021/acs.jproteome.4c00872. 

[40] D. Chicco, M. J. Warrens, and G. Jurman, “The coefficient of determination 
R-squared is more informative than SMAPE, MAE, MAPE, MSE and RMSE 
in regression analysis evaluation,” PeerJ Comput Sci, vol. 7, pp. 1–24, Jul. 
2021, doi: 10.7717/PEERJ-CS.623. 

[41] W. Tang, S. Yang, and M. Khishe, “Profit prediction optimization using 
financial accounting information system by optimized DLSTM,” Heliyon, 
vol. 9, no. 9, Sep. 2023, doi: 10.1016/j.heliyon. 2023.e19431. 

[42] Omari Firas, “A combination of SEMMA & CRISP-DM models for 
effectively handling big data using formal concept analysis-based knowledge 



 
 

101 
Optimalisasi Prediksi Pertumbuhan Peserta dan Pendapatan pada platform Labskill Menggunakan 

Machine Learning dan Deep Learning, Marcello Roy, Universitas Multimedia Nusantara 
 

discovery: A data mining approach,” World Journal of Advanced 
Engineering Technology and Sciences, vol. 8, no. 1, pp. 009–014, Jan. 2023, 
doi: 10.30574/wjaets.2023.8.1.0147. 

[43] M. Klees and S. Evirgen, “Building a smart database for predictive 
maintenance in already implemented manufacturing systems,” in Procedia 
Computer Science, Dortmund: Elsevier B.V., Sep. 2022, pp. 14–21. doi: 
10.1016/j.procs.2022.08.002. 

[44] R. A. Casonatto, T. D. P. G. Souza, and A. M. Mariano, “Quality and Risk 
Management in Data Mining: A CRISP-DM Perspective,” in Procedia 
Computer Science, Elsevier B.V., 2024, pp. 161–168. doi: 
10.1016/j.procs.2024.08.257. 

[45] W. W. Hu, L. Sun, and L. Li, “An Exploration of the Computer Big Data 
Mining Service Model Under Resource Sharing,” Information Resources 
Management Journal, vol. 37, no. 1, 2024, doi: 10.4018/IRMJ.340032. 

[46] A. Johri, R. K. Singh, B. P. Kushwaha, H. Alhumoudi, A. Alakkas, and M. 
Khoja, “Leveraging open innovation for e-commerce success: The 
contingent role of accounting information systems and artificial 
intelligence,” Journal of Innovation and Knowledge, vol. 10, no. 4, pp. 1–
100737, May 2025, doi: 10.1016/j.jik.2025.100737. 

[47] A. Rácz and A. Gere, “Comparison of missing value imputation tools for 
machine learning models based on product development cases studies,” 
LWT, vol. 221, Apr. 2025, doi: 10.1016/j.lwt.2025.117585. 

[48] S. Liu, J. Yang, X. Zeng, H. Song, J. Cen, and W. Xu, “An efficient and user-
friendly software tool for ordered multi-class receiver operating 
characteristic analysis based on python,” SoftwareX, vol. 19, Jul. 2022, doi: 
10.1016/j.softx.2022.101175. 

[49] M. N. Gul, W. Abbasi, M. Z. Babar, A. Aljohani, and M. Arif, “Data driven 
decisions in education using a comprehensive machine learning framework 
for student performance prediction,” Discover Computing, vol. 28, no. 1, 
Dec. 2025, doi: 10.1007/s10791-025-09585-3. 

[50] S. Abdullhadi, D. A. Al-Qudah, and B. Abu-Salih, “Time-aware forecasting 
of search volume categories and actual purchase,” Heliyon, vol. 10, no. 3, 
Feb. 2024, doi: 10.1016/j.heliyon. 2024.e25034. 

  

 


