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DESAIN SMALL LANGUAGE MODEL DALAM
PENYUSUNAN SOAL MULTIPLE CHOICE DI DESA PETE
TIGARAKSA

Josua Rivo Muin

ABSTRAK

Penelitian ini mengembangkan generator soal Multiple Choice Questions
berbasis Small Language Model untuk materi budidaya cabai di Desa Pete,
Tigaraksa, yang telah berhasil dideploy pada website resmi desa. Dengan
memanfaatkan transkrip tiga video tutorial budidaya cabai total 27 menit
sebagai dataset utama, tiga model SLM GPT-2 Small, ELECTRA-Small, dan
ALBERT-Base-v2 di-fine-tune menggunakan pipeline CRISP-DM dengan
parameter ringan 5 epoch, batch size 2, learning rate 5e-5 agar dapat berjalan
pada perangkat low-resource. Evaluasi menggunakan BERTScore
menunjukkan peningkatan signifikan setelah fine-tuning: GPT-2 mencapai
F1-score rata-rata 0,8311, ELECTRA-Small 0,7586, dan ALBERT-Base-v2
0,7423. Aplikasi web berbasis Laravel 11 dengan backend FastAPI dan
database MySQL telah terintegrasi penuh pada situs desa melalui tombol
floating, memungkinkan siswa SD, guru, dan warga mengakses ribuan soal
MCQs secara interaktif dan offline. Penelitian ini membuktikan bahwa SLM
kecil yang di-fine-tune pada dataset domain sangat terbatas tetap mampu
menghasilkan soal berkualitas tinggi, sekaligus menjadi pionir penerapan Al
edukasi berbasis kearifan lokal yang benar-benar hidup dan bermanfaat bagi
masyarakat desa.

Kata kunci: Budidaya Cabai, Edukasi Desa, Multiple Choice Questions,
Small Language Model
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SMALL LANGUAGE MODEL DESIGN IN COMPILING
MULTIPLE CHOICE QUESTIONS IN PETE TIGARAKSA
VILLAGE

Josua Rivo Muin

ABSTRACT (English)

This research develops a Multiple Choice Questions generator based on
Small Language Models for chili cultivation material in Pete Village,
Tigaraksa, which has been successfully deployed on the official village
website. Using only transcripts from three chili cultivation tutorial videos
total 27 minutes as the primary dataset, three SLM models GPT-2 Small,
ELECTRA-Small, and ALBERT-Base-v2 were fine-tuned using the CRISP-
DM pipeline with lightweight parameters 5 epochs, batch size 2, learning rate
5e-5 to run on low-resource devices. BERTScore evaluation showed
significant improvement post fine-tuning: GPT-2 achieved an average F1-
score of 0.8311, ELECTRA-Small 0.7586, and ALBERT-Base-v2 0.7423. The
web application, built with Laravel 11, FastAPI backend, and MySQL
database, has been fully integrated into the village website via a floating
button, enabling elementary students, teachers, and villagers to access
thousands of interactive MCQs both online and offline. This research proves
that small SLMs fine-tuned on extremely limited domain datasets can still
produce high-quality questions and becomes a pioneer in implementing local-
wisdom-based Al education that truly lives and benefits rural communities.

Keywords: Chili Cultivation, Rural Education, Multiple Choice Questions,
Small Language Model
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