
 

 

93 
Desain Small Language Model Dalam Penyusunan…, Josua Rivo Muin, Universitas Multimedia 

Nusantara 
 

DAFTAR PUSTAKA 

[1] S. Yunita et al., “Scoping Review: Item Analysis Pada Multiple Choice 

Questions (MCQs) dalam Pembelajaran,” J. Inov. Pendidik. MH Thamrin, 

vol. 7, no. 1, pp. 46–60, Mar. 2023, doi: 10.37012/jipmht.v7i1.1671. 

[2] F. Ali and H. Talat, “AI Integration in MCQ Development: Assessing 

Quality in Medical Education: A Systematic Review,” Life Sci., vol. 5, no. 

3, p. 14, Aug. 2024, doi: 10.37185/LnS.1.1.643. 

[3] K. Hwang, S. Challagundla, M. M. Alomair, L. K. Chen, and F.-S. Choa, 

“Towards AI-Assisted Multiple Choice Question Generation and Quality 

Evaluation at Scale: Aligning with Bloom’s Taxonomy”. 

[4] J. Wang, R. Xiao, and Y.-J. Tseng, “Generating AI Literacy MCQs: A 

Multi-Agent LLM Approach,” in Proceedings of the 56th ACM Technical 

Symposium on Computer Science Education V. 2, Feb. 2025, pp. 1651–

1652. doi: 10.1145/3641555.3705189. 

[5] Y. S. Kıyak and A. A. Kononowicz, “Using a Hybrid of AI and Template-

Based Method in Automatic Item Generation to Create Multiple-Choice 

Questions in Medical Education: Hybrid AIG,” JMIR Form. Res., vol. 9, pp. 

e65726–e65726, Apr. 2025, doi: 10.2196/65726. 

[6] J. K. (Justin) Kim et al., “Use of AI (GPT-4)-generated multiple-choice 

questions for the examination of surgical subspecialty residents: Report of 

feasibility and psychometric analysis,” Can. Urol. Assoc. J., vol. 19, no. 6, 

Feb. 2025, doi: 10.5489/cuaj.9020. 

[7] A. K. Law et al., “AI versus human-generated multiple-choice questions for 

medical education: a cohort study in a high-stakes examination,” BMC Med. 

Educ., vol. 25, no. 1, p. 208, Feb. 2025, doi: 10.1186/s12909-025-06796-6. 

[8] N. E. A. Nasution, “Using artificial intelligence to create biology multiple 

choice questions for higher education,” Agric. Environ. Educ., vol. 2, no. 1, 

p. em002, Mar. 2023, doi: 10.29333/agrenvedu/13071. 

[9] M. F. Zain, “PENERAPAN ARTIFICIAL INTELLIGENCE (AI) DALAM 

PEMBUATAN SOAL KUIS DI APLIKASI ANDALIMAN BERBASIS 



 

 

94 
Desain Small Language Model Dalam Penyusunan…, Josua Rivo Muin, Universitas Multimedia 

Nusantara 
 

LEARNING MANAGEMENT SYSTEM (LMS) MOODLE,” Wawasan J. 

Kediklatan Balai Diklat Keagamaan Jkt., vol. 5, no. 2, pp. 160–173, Dec. 

2024, doi: 10.53800/8hc6dx24. 

[10] R. Irsa, A. Rizki Marza, and R. Budiarni, “Aplikasi Ujian Masuk Berbasis 

CBT dengan Kecerdasan Buatan Studi Kasus STT Payakumbuh,” J. 

Pustaka AI Pus. Akses Kaji. Teknol. Artif. Intell., vol. 4, no. 1, pp. 22–25, 

Apr. 2024, doi: 10.55382/jurnalpustakaai.v4i1.782. 

[11] C. Li, D. Knopman, W. Xu, T. Cohen, and S. Pakhomov, “GPT-D: Inducing 

Dementia-related Linguistic Anomalies by Deliberate Degradation of 

Artificial Neural Language Models,” in Proceedings of the 60th Annual 

Meeting of the Association for Computational Linguistics (Volume 1: Long 

Papers), Dublin, Ireland: Association for Computational Linguistics, 2022, 

pp. 1866–1877. doi: 10.18653/v1/2022.acl-long.131. 

[12] K. Shridhar, A. Stolfo, and M. Sachan, “Distilling Reasoning Capabilities 

into Smaller Language Models,” in Findings of the Association for 

Computational Linguistics: ACL 2023, Toronto, Canada: Association for 

Computational Linguistics, 2023, pp. 7059–7073. doi: 

10.18653/v1/2023.findings-acl.441. 

[13] T. Schick and H. Schütze, “It’s Not Just Size That Matters: Small Language 

Models Are Also Few-Shot Learners,” in Proceedings of the 2021 

Conference of the North American Chapter of the Association for 

Computational Linguistics: Human Language Technologies, Online: 

Association for Computational Linguistics, 2021, pp. 2339–2352. doi: 

10.18653/v1/2021.naacl-main.185. 

[14] Z. Zhou, Z. Liu, J. Liu, Z. Dong, C. Yang, and Y. Qiao, “Weak-to-Strong 

Search: Align Large Language Models via Searching over Small Language 

Models”. 

[15] M. Xia, M. Artetxe, J. Du, D. Chen, and V. Stoyanov, “Prompting 

ELECTRA: Few-Shot Learning with Discriminative Pre-Trained Models,” 

in Proceedings of the 2022 Conference on Empirical Methods in Natural 



 

 

95 
Desain Small Language Model Dalam Penyusunan…, Josua Rivo Muin, Universitas Multimedia 

Nusantara 
 

Language Processing, Abu Dhabi, United Arab Emirates: Association for 

Computational Linguistics, 2022, pp. 11351–11361. doi: 

10.18653/v1/2022.emnlp-main.780. 

[16] A. Pouran Ben Veyseh, V. Lai, F. Dernoncourt, and T. H. Nguyen, “Unleash 

GPT-2 Power for Event Detection,” in Proceedings of the 59th Annual 

Meeting of the Association for Computational Linguistics and the 11th 

International Joint Conference on Natural Language Processing (Volume 

1: Long Papers), Online: Association for Computational Linguistics, 2021, 

pp. 6271–6282. doi: 10.18653/v1/2021.acl-long.490. 

[17] S. Chumakov, A. Kovantsev, and A. Surikov, “Generative approach to 

Aspect Based Sentiment Analysis with GPT Language Models,” Procedia 

Comput. Sci., vol. 229, pp. 284–293, 2023, doi: 

10.1016/j.procs.2023.12.030. 

[18] M. Rizwan, M. F. Mushtaq, U. Akram, A. Mehmood, I. Ashraf, and B. 

Sahelices, “Depression Classification From Tweets Using Small Deep 

Transfer Learning Language Models,” IEEE Access, vol. 10, pp. 129176–

129189, 2022, doi: 10.1109/ACCESS.2022.3223049. 

[19] B. Bunzeck and S. Zarrieß, “GPT-wee: How Small Can a Small Language 

Model Really Get?,” in Proceedings of the BabyLM Challenge at the 27th 

Conference on Computational Natural Language Learning, Singapore: 

Association for Computational Linguistics, 2023, pp. 7–18. doi: 

10.18653/v1/2023.conll-babylm.2. 

[20] I. Jones, “Assessing the Efficacy of the ELECTRA Pre-Trained Language 

Model for Multi-Class Sarcasm Subcategory Classification”. 

[21] S. L. Awan, S. Manzoor, I. Gillani, Z. A. Kayani, H. Farooq, and S. 

Khurshid, “TYPES OF ITEM WRITING FLAWS IN MULTIPLE 

CHOICE QUESTIONS IN MEDICAL EDUCATION AND THEIR 

EFFECT ON PASSING RATE OF STUDENTS,” Pak. J. Physiol., vol. 19, 

no. 4, pp. 49–52, Dec. 2023, doi: 10.69656/pjp.v19i4.1587. 



 

 

96 
Desain Small Language Model Dalam Penyusunan…, Josua Rivo Muin, Universitas Multimedia 

Nusantara 
 

[22] Y. Oc and H. Hassen, “Comparing The Effectiveness Of Multiple-Answer 

And Single-Answer Multiple-Choice Questions In Assessing Student 

Learning,” Mark. Educ. Rev., vol. 35, no. 1, pp. 44–57, Jan. 2025, doi: 

10.1080/10528008.2024.2417106. 

[23] M. Meirinaldi, “Digitalization-Based Religious Tourism Village 

Development Strategy Case Study in Nyatnyono Village, Semarang 

Regency,” J. Indones. Sos. Sains, vol. 4, no. 08, pp. 714–720, Jul. 2023, doi: 

10.59141/jiss.v4i08.864. 

[24] M. Suyanto and M. Abdulrahim, “STUDY OF COMMUNITY 

PARTICIPATION TO REALIZE CUPAK VILLAGE BECOME A 

RELIGIOUS TOURISM VILLAGE,” J. Ilmu Ekon. Dan Manaj., vol. 14, 

no. 1, pp. 1–10, Mar. 2023, doi: 10.30996/die.v14i1.8328. 

[25] I. Dewa Ketut Raka Ardiana, H. Sari Ramadhani, S. Jodi, and H. Febri Ali, 

“MAPPING THE QUALITY OF HR THROUGH THE APPROACH 

STRENGTH OF CHARACTER IN SUPPORTING THE POTENTIAL OF 

RELIGIOUS TOURISM VILLAGE IN GRESIK REGENCY, EAST 

JAVA,” Ekspektra J. Bisnis Dan Manaj., vol. 6, no. 2, pp. 72–84, Oct. 2022, 

doi: 10.25139/ekt.v6i2.5144. 

[26] A. W. Abbas, “A Literature Review of Artificial Intelligence,” vol. 1, no. 1, 

2021. 

[27] S. M. A. Zaidi, “A Study of ‘The Growth of AI in Digital Marketing 

Platform,’” Int. J. Res. Appl. Sci. Eng. Technol., vol. 12, no. 5, pp. 4934–

4944, May 2024, doi: 10.22214/ijraset.2024.62326. 

[28] Campbellsville University, Louisville, USA, I. Billy, H. Anush, and 

Campbellsville University, Louisville, USA, “Technology and Institutions: 

What can research on Artificial Intelligence (AI) technology and institutions 

learn from each other?,” Bus. Manag. Rev., vol. 14, no. 03, Dec. 2023, doi: 

10.24052/BMR/V14NU03/ART-24. 

[29] F. Kitsios, M. Kamariotou, A. I. Syngelakis, and M. A. Talias, “Recent 

Advances of Artificial Intelligence in Healthcare: A Systematic Literature 



 

 

97 
Desain Small Language Model Dalam Penyusunan…, Josua Rivo Muin, Universitas Multimedia 

Nusantara 
 

Review,” Appl. Sci., vol. 13, no. 13, p. 7479, Jun. 2023, doi: 

10.3390/app13137479. 

[30] W. Villegas-Ch and J. García-Ortiz, “Toward a Comprehensive Framework 

for Ensuring Security and Privacy in Artificial Intelligence,” Electronics, 

vol. 12, no. 18, p. 3786, Sep. 2023, doi: 10.3390/electronics12183786. 

[31] X. Lin et al., “Data-efficient Fine-tuning for LLM-based 

Recommendation,” in Proceedings of the 47th International ACM SIGIR 

Conference on Research and Development in Information Retrieval, 

Washington DC USA: ACM, Jul. 2024, pp. 365–374. doi: 

10.1145/3626772.3657807. 

[32] X.-K. Wu et al., “LLM Fine-Tuning: Concepts, Opportunities, and 

Challenges,” Big Data Cogn. Comput., vol. 9, no. 4, p. 87, Apr. 2025, doi: 

10.3390/bdcc9040087. 

[33] Muhammad Adrinta Abdurrazzaq, Edwin Lesmana Tjiong, and Kent Algren 

Wanady, “LLM-Based Information Retrieval for Disease Detection Using 

Semantic Similarity,” J. Online Inform., vol. 10, no. 1, pp. 32–41, Apr. 

2025, doi: 10.15575/join.v10i1.1486. 

[34] F. A. Cevallos Salas, “DIGITAL NEWS CLASSIFICATION AND 

PUNCTUACTION USING MACHINE LEARNING AND TEXT 

MINING TECHNIQUES,” Appl. Comput. Sci., vol. 20, no. 2, pp. 24–42, 

Jun. 2024, doi: 10.35784/acs-2024-14. 

[35] F. Wang et al., “A Comprehensive Survey of Small Language Models in the 

Era of Large Language Models: Techniques, Enhancements, Applications, 

Collaboration with LLMs, and Trustworthiness,” ACM Trans. Intell. Syst. 

Technol., p. 3768165, Sep. 2025, doi: 10.1145/3768165. 

[36] R. O. Popov, N. V. Karpenko, and V. V. Gerasimov, “Overview of small 

language models in practice”. 

[37] M. Hanna, O. Liu, and A. Variengien, “How does GPT-2 compute greater-

than?: Interpreting mathematical abilities in a pre-trained language model”. 



 

 

98 
Desain Small Language Model Dalam Penyusunan…, Josua Rivo Muin, Universitas Multimedia 

Nusantara 
 

[38] J. García-Carrasco, A. Maté, and J. Trujillo, “How does GPT-2 Predict 

Acronyms? Extracting and Understanding a Circuit via Mechanistic 

Interpretability”. 

[39] “Real-Time AI-Driven Pipeline for Automated Medical Study Content 

Generation in Low-Resource Settings A Kenyan Case Study.”  

[40] O. Marchenko and V. Vrublevskyi, “Comparison of Transformer-based 

Deep Learning Methods for the Paraphrase Identification Task”. 

[41] L. Knorr and J. Portisch, “Fine-TOM Matcher Results for OAEI 202”. 

[42] K. Rejini, J. Visumathi, and C. H. Genitha, “Application of Transformer-

Based Deep Learning Models for Predicting the Suitability of Water for 

Agricultural Purposes,” Water, vol. 17, no. 9, p. 1347, Apr. 2025, doi: 

10.3390/w17091347. 

[43] J. Bascuñana, S. León, M. González-Miquel, E. J. González, and J. Ramírez, 

“Impact of Jupyter Notebook as a tool to enhance the learning process in 

chemical engineering modules,” Educ. Chem. Eng., vol. 44, pp. 155–163, 

Jul. 2023, doi: 10.1016/j.ece.2023.06.001. 

[44] C. Owusu, N. J. Snigdha, M. T. Martin, and A. J. Kalyanapu, “PyGEE-

SWToolbox: A Python Jupyter Notebook Toolbox for Interactive Surface 

Water Mapping and Analysis Using Google Earth Engine,” Sustainability, 

vol. 14, no. 5, p. 2557, Feb. 2022, doi: 10.3390/su14052557. 

[45] “Comparative of source code generated by principal LLM generators for 

Python and.”  

[46] E. Öztürk, “XCompress: LLM assisted Python-based text compression 

toolkit,” SoftwareX, vol. 27, p. 101847, Sep. 2024, doi: 

10.1016/j.softx.2024.101847. 

[47] M. Feurer, “OpenML-Python: an extensible Python API for OpenML”. 

[48] Z. Subecz, “Web-development with Laravel framework,” Gradus, vol. 8, 

no. 1, pp. 211–218, 2021, doi: 10.47833/2021.1.CSC.006. 

[49] M. Rahmouni, M. Bouzaidi, and S. Mbarki, “Approach by modeling to 

generate an e-commerce web code from laravel model,” Indones. J. Electr. 



 

 

99 
Desain Small Language Model Dalam Penyusunan…, Josua Rivo Muin, Universitas Multimedia 

Nusantara 
 

Eng. Comput. Sci., vol. 30, no. 1, p. 257, Apr. 2023, doi: 

10.11591/ijeecs.v30.i1.pp257-266. 

[50] Z. R. Mair, R. Heriansyah, D. Nofiansyah, and M. T. Setyady, “Training 

and implementation of a web-based data collection system to improve data 

processing,” vol. 10, no. 3. 

[51] A. Arun et al., “SEMMA: A Semantic Aware Knowledge Graph Foundation 

Model,” Sep. 19, 2025, arXiv: arXiv:2505.20422. doi: 

10.48550/arXiv.2505.20422. 

[52] W. Dai, P. Fu, and C. Gan, “Advancing Academic Knowledge Retrieval via 

LLM-enhanced Representation Similarity Fusion: The 2nd Place of KDD 

Cup 2024 OAG-Challenge AQA,” 2024. 

[53] L. J. Revell, “phytools 2.0: an updated R ecosystem for phylogenetic 

comparative methods (and other things),” PeerJ, vol. 12, p. e16505, Jan. 

2024, doi: 10.7717/peerj.16505. 

[54] J. Ansel et al., “PyTorch 2: Faster Machine Learning Through Dynamic 

Python Bytecode Transformation and Graph Compilation,” in Proceedings 

of the 29th ACM International Conference on Architectural Support for 

Programming Languages and Operating Systems, Volume 2, La Jolla CA 

USA: ACM, Apr. 2024, pp. 929–947. doi: 10.1145/3620665.3640366. 

 

 

 

 

 

 

 

 


