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KLASIFIKASI CITRA BUDAYA NUSANTARA 

MENGGUNAKAN FEATURE EXTRACTION DAN 

ENSEMBLE LEARNING 

Dimas Aji Haritson 

 

ABSTRAK 

 

 

Program PRO-STEP: Road to Champion merupakan kegiatan pengembangan 

kompetensi yang bertujuan mendorong penerapan keilmuan secara aplikatif melalui 

partisipasi dalam kompetisi data science. Laporan ini membahas pengembangan 

sistem klasifikasi citra budaya Nusantara menggunakan pendekatan deep learning 

yang diimplementasikan pada Data Science Competition (DSC) LOGIKA UI 2025. 

Pemilihan kompetisi ini didasarkan pada kesesuaiannya dengan bidang Data 

Science, khususnya pada pengolahan dan analisis data citra. 

 

Pengembangan sistem dilakukan melalui tahapan pengumpulan data, pra- 

pemrosesan, penanganan data tidak seimbang, ekstraksi fitur, pemodelan, pelatihan, 

serta evaluasi model. Pendekatan yang digunakan mengombinasikan feature 

extraction, yaitu penggabungan fitur Histogram of Oriented Gradients (HOG) 

dengan fitur global dan multi-skala dari arsitektur Convolutional Neural Network 

(CNN) DenseNet121 dan EfficientNetB3. Selain itu, diterapkan strategi ensemble 

learning untuk meningkatkan stabilitas prediksi dan pemerataan performa antar 

kelas. 

Kendala utama yang dihadapi meliputi ketidakseimbangan distribusi data, 

keterbatasan sumber daya komputasi, serta fluktuasi performa model selama 

pelatihan. Solusi yang diterapkan mencakup class weighting, data augmentation, 

fine-tuning model pra-latih, serta penggunaan early stopping. Hasil evaluasi 

menunjukkan peningkatan performa klasifikasi yang signifikan, khususnya pada 

nilai Macro F1-score, yang mencerminkan kemampuan model dalam melakukan 

generalisasi secara lebih seimbang. 

 

Kata kunci: Data Science, Klasifikasi Citra, Deep Learning, Feature Extraction, 

Ensemble Learning 
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Classification of Nusantara Cultural Images Using Feature 

Extraction and Ensemble Learning 

Dimas Aji Haritson 

 

 

ABSTRACT (English) 

 

The PRO-STEP: Road to Champion program is designed to enhance applied 

competencies through direct participation in national-level data science 

competitions. This report presents the development of a deep learning based image 

classification system for traditional image Indonesian, implemented in the Data 

Science Competition (DSC) LOGIKA UI 2025. The competition was selected due to 

its relevance to data science, particularly in the application of machine learning 

and deep learning for image-based data analysis. 

The system development followed an end-to-end data science workflow, including 

data collection, preprocessing, handling of imbalanced data, feature extraction, 

model training, and performance evaluation. A feature extraction approach was 

employed by combining Histogram of Oriented Gradients (HOG) features with 

global and multi-scale features extracted from convolutional neural network 

architectures, namely DenseNet121 and EfficientNetB3. In addition, an ensemble 

learning strategy was applied to improve prediction stability and achieve more 

balanced performance across classes. 

Several challenges were encountered during the development process, including 

class imbalance, limited computational resources, and performance instability 

during model training. These challenges were addressed through the 

implementation of class weighting, data augmentation, fine-tuning of pre-trained 

models, and early stopping. Experimental results demonstrate a significant 

improvement in classification performance, particularly in terms of the Macro F1- 

score, indicating enhanced generalization and balanced class-wise performance. 
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