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PERBANDINGAN MODEL MACHINE LEARNING UNTUK
PREDIKSI STATUS KELULUSAN AKADEMIK MAHASISWA

DENGAN INTERPRETASI SHAP
King Mahaputra Batara

ABSTRAK

Penelitian ini bertujuan untuk membangun dan mengevaluasi model
prediksi status kelulusan mahasiswa sebagai dasar pengembangan sistem
peringatan dini akademik di Program Studi Sistem Informasi Universitas
Multimedia Nusantara. Permasalahan utama yang dihadapi adalah
keterlambatan deteksi risiko akademik akibat pemantauan yang masih
bersifat reaktif, sehingga intervensi sering dilakukan ketika kondisi
mahasiswa sudah memburuk. Penelitian ini menggunakan data akademik
historis mahasiswa angkatan 2020-2024 yang diperoleh dari Biro Informasi
Akademik, dengan total populasi 1.024 mahasiswa dan sampel terlabel
sebanyak 421 mahasiswa yang telah menyelesaikan studi. Prediksi
dilakukan untuk empat kategori status kelulusan, yaitu Lulus Lebih Awal,
Lulus Tepat Waktu, Tidak Lulus Tepat Waktu, dan Dropout. Tiga algoritma
machine learning digunakan dan dibandingkan, yaitu CatBoost, Logistic
Regression L1 (Lasso), dan K-Nearest Neighbors (KNN), dengan
penanganan ketidakseimbangan kelas menggunakan SMOTE. Hasil
evaluasi menunjukkan bahwa model CatBoost memberikan kinerja terbaik
dengan akurasi sebesar 69,05 persen dan nilai Fl-score makro sebesar
0,593, mengungguli Lasso dan KNN yang masing-masing memiliki F1-
score makro di bawah 0,55. Model terbaik kemudian diinterpretasikan
menggunakan metode SHAP untuk mengidentifikasi kontribusi fitur-fitur
akademik terhadap prediksi, sehingga hasil model dapat dijelaskan secara
transparan dan relevan untuk konteks bimbingan akademik. Temuan
penelitian ini menunjukkan bahwa pendekatan berbasis machine learning
yang disertai interpretabilitas mampu memberikan prediksi yang lebih
informatif dan dapat dimanfaatkan sebagai dasar pengambilan keputusan
preventif dalam pengelolaan akademik mahasiswa.

Kata kunci: CatBoost, Early Warning System, Kelulusan Mahasiswa, K-
Nearest Neighbor, Lasso, Machine Learning, SHAP
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COMPARISON OF THREE MODELS FOR PREDICTING
STUDENT ACADEMIC GRADUATION STATUS USING

ACADEMIC DATA WITH SHAP-BASED INTERPRETATION
King Mahaputra Batara

ABSTRACT (English)

This study aims to develop and evaluate a student graduation
status prediction model as a foundation for an academic early warning
system in the Information Systems Study Program at Universitas
Multimedia Nusantara. The main problem addressed is the delayed
detection of academic risk due to monitoring practices that remain largely
reactive, causing interventions to be implemented only after students’
academic conditions have significantly declined. This research utilizes
historical academic records of students from the 2020-2024 cohorts
obtained from the Academic Information Bureau, with a total population of
1,024 students and a labeled sample of 421 students who have completed
their studies. The prediction task focuses on four graduation status
categories: Early Graduation, On-Time Graduation, Late Graduation, and
Dropout. Three machine learning algorithms are implemented and
compared, namely CatBoost, LI Logistic Regression (Lasso), and K-
Nearest Neighbors (KNN), with class imbalance handled using the Synthetic
Minority Oversampling Technique (SMOTE). The evaluation results
indicate that CatBoost achieves the best performance, with an accuracy of
69.05 percent and a macro Fl-score of 0.593, outperforming both Lasso
and KNN, whose macro F1-scores remain below 0.55. The best-performing
model is further interpreted using SHAP to identify the contribution of
academic features to the prediction outcomes, enabling transparent and
explainable results that are relevant for academic advising. Overall, the
findings demonstrate that an interpretable machine learning approach can
provide informative predictions and effectively support preventive, data-
driven decision-making in academic management.

Keywords:  Academic Early Warning System, CatBoost, K-Nearest
Neighbor, Lasso, Machine Learning, SHAP, Student Graduation Status
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