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MODEL HIBRIDA SVM-RANDOM FOREST UNTUK 

OPTIMASI KLASIFIKASI SENTIMEN PENGADUAN PUBLIK 

PADA FITUR LAKSA APLIKASI TANGERANG LIVE 

 Maura Davita Erzanda 

ABSTRAK 

 

Penelitian ini didorong oleh adanya asumsi internal di Diskominfo Kota 

Tangerang bahwa mayoritas laporan masyarakat pada fitur LAKSA 

berkonotasi negatif. Hingga kini, asumsi tersebut masih bersifat spekulatif 

karena belum dil.,98;.//akukannya analisis data terkait untuk membuktikan 

asumsi internal tersebut. Penelitian ini bertujuan memberikan bukti empiris 

melalui analisis sentimen untuk memvalidasi asumsi tersebut secara objektif. 

Menggunakan kerangka CRISP-DM, penelitian mengolah 10.586 data 

pengaduan periode 2021-2024. Tahap preprocessing meliputi cleansing, 

stemming (Sastrawi), dan pseudo-labeling ke dalam tiga kelas: positif, 

negatif, dan netral. Model yang dikembangkan membandingkan algoritma 

tunggal SVM dan Random Forest dengan model inovatif Hybrid Stacking 

(SVM-RF). 

Hasil penelitian berhasil membuktikan asumsi internal bahwa mayoritas 

pengaduan masyarakat memang berkonotasi negatif, namun diikuti oleh 

proporsi sentimen netral yang signifikan. Model Hybrid Stacking menjadi 

solusi paling optimal dengan akurasi tertinggi sebesar 90,13%, melampaui 

performa model tunggal SVM (87,37%) dan Random Forest (83,71%). 

Penemuan ini merekomendasikan penggunaan model hibrida sebagai 

Decision Support System otomatis bagi Diskominfo untuk merespons keluhan 

publik dengan lebih presisi. 

 

Kata kunci: Aplikasi Tangerang LIVE, Analisis Sentimen, Klasifikasi, 

Hibrida, Random Forest, SVM  
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A HYBRID SVM-RANDOM FOREST MODEL TO OPTIMIZE PUBLIC 

COMPLAINT SENTIMENT CLASSIFICATION ON THE LAKSA 

FEATURE OF THE TANGERANG LIVE APPLICATION 

 Maura Davita Erzanda 

 

ABSTRACT (English) 

 

 This research is driven by an internal assumption at Diskominfo 

Tangerang City that the majority of public reports on the LAKSA feature are 

negative. To date, this assumption remains speculative. This study aims to 

provide empirical evidence through sentiment analysis to objectively validate 

this assumption. 

 Using the CRISP-DM framework, the study processed 10,586 complaint 

data points from 2021-2024. Preprocessing included cleansing, stemming 

(Sastrawi), and pseudo-labeling into three classes: positive, negative, and 

neutral. The models developed compared single SVM and Random Forest 

algorithms with an innovative Hybrid Stacking (SVM-RF) model. 

 The results successfully validate the internal assumption that the majority 

of public complaints carry a negative connotation, followed by a significant 

proportion of neutral sentiment. The Hybrid Stacking model emerged as the 

most optimal solution with the highest accuracy of 90.13%, outperforming 

the single SVM (87.37%) and Random Forest (83.71%) models. This finding 

recommends the hybrid model as an automated Decision Support System for 

Diskominfo to respond to public complaints more precisely 

 
Keywords: Classification, Tangerang LIVE app, Sentiment Analysis, 

Hybrid, Random Forest, SVM   
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