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DETEKSI KANKER PAYUDARA STADIUM AWAL DAN

LANJUT MELALUI DATA EKSPRESI GEN:

PENDEKATAN SELEKSI FITUR DFP

Owen Christian Cahyadi

ABSTRAK

Kanker payudara merupakan penyebab utama kematian akibat kanker pada wanita secara global
yang menuntut strategi deteksi dini efektif untuk meningkatkan prognosis pasien. Diagnosis
molekuler berbasis data ekspresi gen menawarkan presisi tinggi, namun penerapannya sering
terhambat oleh karakteristik data berdimensi tinggi dengan jumlah sampel terbatas (High
Dimensional Low Sample Size). Metode seleksi fitur konvensional sering kali kurang optimal
dalam menangani ketidakpastian biologis data tersebut untuk membedakan stadium kanker secara
akurat. Penelitian ini menyajikan integrasi metode seleksi fitur Discriminant Fuzzy Pattern
(DFP) dan klasifikasi Support Vector Machine (SVM) untuk mendeteksi stadium awal dan lanjut
menggunakan dataset TCGA-BRCA. Melalui penerapan Random Under Sampling untuk menangani
ketidakseimbangan kelas, hasil eksperimen menunjukkan bahwa DFP berhasil mereduksi 60.661
gen menjadi 22 gen kandidat paling diskriminatif, di mana 8 gen telah tervalidasi memiliki
relevansi biologis dengan mekanisme kanker. Evaluasi model pada skenario pembagian data
90:10 menghasilkan performa optimal dengan akurasi 82%, F1-Score makro 0,70, dan nilai
AUC sebesar 0,71. Penelitian ini mengimplikasikan bahwa pendekatan logika fuzzy efektif
dalam menangani kompleksitas data genomik serta berpotensi mengungkap biomarker baru untuk
mendukung pengembangan sistem pendukung keputusan klinis yang lebih objektif dan akurat.

Kata kunci: Deteksi Kanker Payudara, Discriminant Fuzzy Pattern, Ekspresi Gen, Machine
Learning, Seleksi Fitur
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DETECTION OF EARLY AND LATE-STAGE BREAST CANCER THROUGH
GENE EXPRESSION DATA: DFP FEATURE SELECTION APPROACH

Owen Christian Cahyadi

ABSTRACT

Breast cancer is a leading cause of cancer death among women globally, demanding effective early
detection strategies to improve patient prognosis. Molecular diagnosis based on gene expression
data offers high precision, but its application is often hindered by High Dimensional Low Sample
Size characteristics. Conventional feature selection methods are often suboptimal in handling the
biological uncertainty of such data to accurately distinguish cancer stages. This study presents
the integration of the Discriminant Fuzzy Pattern (DFP) feature selection method and Support
Vector Machine (SVM) classification to detect early and late stages using the TCGA-BRCA dataset.
Through the application of Random Under Sampling to handle class imbalance, experimental results
show that DFP successfully reduced 60,661 genes to 22 most discriminant candidate genes, of which
8 have been validated to have biological relevance to cancer mechanisms. Model evaluation on a
90:10 data split scenario yielded optimal performance with 82% accuracy, macro F1-Score of 0.70,
and an AUC value of 0.71. This research implies that the fuzzy logic approach is effective in handling
genomic data complexity and has the potential to reveal new biomarkers to support the development
of more objective and accurate clinical decision support systems.

Keywords: Breast Cancer Detection, Discriminant Fuzzy Pattern, Feature Selection, Gene
Expression, Machine Learning
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