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PEMODELAN RADIOMIK UNTUK DIAGNOSIS CLEAR CELL RENAL
CELL CARCINOMA (CCRCC) MENGGUNAKAN SVM, RANDOM

FOREST, DAN DEEP LEARNING

Friedrich Litani Santoso

ABSTRAK

Penentuan stadium kanker ginjal merupakan faktor krusial dalam perencanaan
terapi dan evaluasi prognosis pasien. Pada kanker ginjal, pembedaan antara stadium
awal (stadium I–II) dan stadium lanjut (stadium III–IV) memiliki implikasi klinis
yang signifikan. Penelitian ini bertujuan untuk mengembangkan dan mengevaluasi
pendekatan berbasis radiomik dan machine learning dalam mengklasifikasikan
stadium kanker ginjal secara non-invasif menggunakan citra CT dan MRI. Dataset
terdiri dari 42 pasien dengan segmentasi tumor yang dilakukan oleh radiolog
untuk memastikan ketepatan area tumor (region of interest). Dari setiap ROI,
diekstraksi 107 fitur radiomik menggunakan perangkat lunak PyRadiomics. Seleksi
fitur dilakukan menggunakan algoritma Genetic Algorithm (GA) untuk mengurangi
redundansi dan meningkatkan performa model. Klasifikasi dilakukan menggunakan
Support Vector Machine (SVM), Random Forest (RF), dan Deep Neural Network
(DNN) dengan penalaan hyperparameter menggunakan GridSearchCV dan skema
5-fold cross-validation. Hasil penelitian menunjukkan bahwa penerapan seleksi
fitur berbasis GA mampu meningkatkan performa model dibandingkan penggunaan
seluruh fitur radiomik. Model SVM dengan fitur terpilih memberikan performa
terbaik dalam membedakan stadium awal dan lanjut, menunjukkan bahwa
kombinasi radiomik, seleksi fitur, dan machine learning berpotensi menjadi alat
bantu dalam pengambilan keputusan klinis untuk penentuan stadium kanker ginjal.

Kata kunci: CT, machine learning, MRI, kanker ginjal, radiomik, seleksi fitur
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RADIOMICS-BASED MODELING FOR THE DIAGNOSIS OF CLEAR CELL
RENAL CELL CARCINOMA (CCRCC) USING SUPPORT VECTOR

MACHINE, RANDOM FOREST, AND DEEP LEARNING

Friedrich Litani Santoso

ABSTRACT

Staging of renal cell carcinoma is crucial for treatment planning and patient
prognosis. Differentiating between low stage (I–II) and high stage (III–IV) tumors
has significant clinical implications. This study aims to develop and evaluate a
radiomics-based machine learning approach for non-invasive classification of renal
cancer stages using CT and MRI images. The dataset consists of 42 patients, with
tumor segmentation performed by radiologists to ensure accurate delineation of the
region of interest (ROI). From each ROI, 107 radiomics features were extracted
using PyRadiomics. Feature selection was performed using a Genetic Algorithm
(GA) to reduce redundancy and enhance model performance. Classification was
conducted using Support Vector Machine (SVM), Random Forest (RF), and Deep
Neural Network (DNN), with hyperparameter tuning via GridSearchCV and 5-fold
cross-validation. The results demonstrate that GA-based feature selection improves
model performance compared to using all radiomics features. The SVM model
with selected features achieved the best performance in distinguishing low and high
stage tumors, indicating that combining radiomics, feature selection, and machine
learning can be a promising tool for clinical decision support in renal cancer
staging.

Keywords: CT, feature selection, machine learning, MRI, radiomics, renal cancer
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