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IMPLEMENTASI SEMI-SUPERVISED LEARNING UNTUK
SEGMENTASI SEMANTIK MULTIKELAS PADA CITRA

DRONE KEBUN SALAK

(Albert Tirto Kusumo)

ABSTRAK

Manajemen monitoring hama lalat buah di perkebunan salak Paguyuban Mitra
Turindo memerlukan basis data spasial untuk mendukung program ekspor dengan
strategi Area-Wide Integrated Pest Management (AW-IPM). Sebagai kolaborator
riset, MySalak turut membantu dengan penyediaan peta mosaik kawasan kebun
salak. Namun, menghadapi kendala tingginya sumber daya yang dibutuhkan
untuk anotasi manual elemen lingkungan pada setiap lahan untuk keperluan Pest
Risk Assessment (PRA). Upaya pemanfaatan model Deep Learning sebelumnya
masih terbatas pada segmentasi biner (Salak dan Background) sehingga belum
mampu merepresentasikan objek lingkungan lainnya. Mengatasi hal tersebut,
penelitian ini mengembangkan model semi-supervised semantic segmentation
multikelas berbasis kerangka kerja DiverseNet dengan arsitektur UNet++ dan
backbone MobileNetV2 melalui strategi penanganan ketidakseimbangan kelas
untuk mensegmentasikan tujuh kelas ekologis spesifik secara efisien. Model
dilatih menggunakan 1.000 citra drone dengan variasi proporsi data berlabel
terbatas (2% hingga 20%) untuk mengamati efisiensi data. Fokus utama evaluasi
adalah kemampuan model mempertahankan kualitas deteksi kelas Salak dengan
IoU > +0,8 sebagai parameter keberhasilan utama, sementara metrik seperti
mloU, F1-Score, precision, recall, dan Overall Accuracy digunakan sebagai
metrik pendukung kestabilan performa pada model terhadap kelas tambahan pula.
Hasil pengujian menunjukkan bahwa model berhasil mempertahankan konsistensi
IoU kelas Salak di atas £0,8 pada seluruh skenario dengan yang tertinggi adalah
0,8534 + 0,0275, didukung performa generalisasi terbaik dicapai pada skenario
5% data berlabel (mIoU 0,4956 + 0,0262 dan F1-Score 0,6091 £ 0,0370). Temuan
ini membuktikan bahwa metode yang diusulkan mampu memberikan solusi
pemetaan yang efisien dan akurat bagi tim MySalak tanpa mendegradasi performa
deteksi pada komoditas utama.

Kata kunci: AW-IPM, Deep learning, Semi-Supervised Learning, DiverseNet,
Semantic Segmentation
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IMPLEMENTATION OF SEMI-SUPERVISED LEARNING
FOR MULTICLASS SEMANTIC SEGMENTATION ON

SNAKEFRUIT PLANTATION DRONE IMAGERY

(Albert Tirto Kusumo)

ABSTRACT (English)

Fruit fly pest monitoring management in the Paguyuban Mitra Turindo salak
plantations requires a spatial database to support export programs with
Area-Wide Integrated Pest Management strategy (AW-IPM). As a research
collaborator, MySalak assists by providing mosaic maps of the plantation area.
However, significant challenges arise from the high resources required for manual
annotation of environmental elements in each plot for Pest Risk Assessment (PRA)
purposes. Previous deep learning utilization efforts were limited to binary
segmentation (Salak and Background), thus failing to adequately represent other
environmental objects. To address these limitations, this study develops a
multiclass semi-supervised semantic segmentation model based on the DiverseNet
framework with UNet++ architecture and MobileNetV2 backbone, employing
class imbalance handling strategies to efficiently segment seven specific
ecological classes. The model was trained using 1,000 drone images with varying
proportions of limited labeled data (2% to 20%) to observe data efficiency. The
primary evaluation focus was the model's ability to maintain Salak class detection
quality with an loU > +0.8 as the main success parameter, while metrics such as
mloU, FI-Score, Precision, Recall, and Overall Accuracy served as supporting
indicators of model performance stability regarding the additional classes. Test
results showed that the model successfully maintained consistent Salak class loU
above £0.8 across all scenarios, with a peak of 0.8534 + 0.0275, supported by the
best generalization performance achieved in the 5% labeled data scenario (mloU
0.4956 £ 0.0262 and F1-Score 0.6091 + 0.0370). These findings demonstrate that
the proposed method offers an efficient and accurate mapping solution for the
MySalak team without degrading detection performance on the primary
commodity.

Keywords: AW-IPM, Deep learning, Semi-Supervised Learning, DiverseNet,
Semantic Segmentation
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