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OPTIMASI FITUR PENCARIAN PENGGUNA PADA
APLIKASI TALENT DISCOVERY DI MULTIMEDIA

NUSANTARA POLYTECHNIC

Alvin Yohanes Kristianto

ABSTRAK

Pertumbuhan jumlah pengguna pada aplikasi Talent Discovery menimbulkan
permasalahan skalabilitas, khususnya pada halaman daftar pengguna di panel
admin yang mengalami peningkatan waktu muat (load time) seiring
bertambahnya data. Permasalahan ini disebabkan oleh arsitektur eksisting
yang memuat seluruh data pengguna ke sisi klien serta menerapkan
mekanisme pencarian berbasis substring matching di sisi klien, yang tidak
efisien dan memiliki toleransi kesalahan pengetikan (#ypo) yang rendah.
Penelitian ini bertujuan untuk merancang ulang mekanisme penyajian data
dan fitur pencarian guna meningkatkan performa sistem tanpa
menghilangkan fungsionalitas pencarian. Solusi yang diusulkan meliputi
penerapan mekanisme pagination pada backend untuk membatasi jumlah
data yang dikirim ke klien, serta pemindahan proses pencarian ke sisi backend
menggunakan pendekatan similarity detection. Dua metode pencarian
berbasis similarity yang dievaluasi adalah algoritma Winnowing serta
kombinasi Trigram dan Jaro—Winkler. Untuk mengoptimalkan kinerja
pencarian, khususnya pada input yang tidak terdapat dalam database,
penelitian ini mengintegrasikan Bloom Filter sebagai mekanisme early
rejection guna mengurangi beban komputasi. Evaluasi dilakukan secara
kuantitatif dengan membandingkan arsitektur eksisting dan arsitektur baru
menggunakan metrik load time dan tolerance level. Pengujian performa
dilakukan menggunakan Grafana k6, sedangkan tolerance level diukur
berdasarkan kemampuan sistem dalam menangani variasi ejaan dan
kesalahan pengetikan. Hasil penelitian menunjukkan bahwa penerapan
pagination secara signifikan menurunkan waktu muat halaman, sementara
mekanisme pencarian similarity berbasis Trigram dan Jaro—Winkler
meningkatkan toleransi kesalahan dibandingkan substring matching dan
Winnowing. Selain itu, penggunaan Bloom Filter terbukti mempercepat
waktu komputasi pencarian pada kueri yang tidak memiliki kecocokan dalam
database sebesar 60-70 kali lipat. Dengan demikian, arsitektur yang diusulkan
mampu meningkatkan performa, skalabilitas, dan kualitas fitur pencarian
pada aplikasi Talent Discovery.

Kata kunci: Optimasi Penyajian Data, Similarity Detection, Bloom Filter,
Optimasi Pencarian
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OPTIMIZATION OF USER SEARCH FEATURE IN TALENT
DISCOVERY APPLICATION AT MULTIMEDIA

NUSANTARA POLYTECHNIC

Alvin Yohanes Kristianto

ABSTRACT (English)

The growth in the number of users of the Talent Discovery application has
introduced scalability issues, particularly on the user list page of the admin
panel, where page load time increases as the volume of data grows. This
problem is caused by the existing architecture, which retrieves all user data
to the client side and applies a client-side substring matching search
mechanism. Such an approach is inefficient and exhibits low tolerance to
typographical errors. This study aims to redesign the data presentation
mechanism and search feature to improve system performance without
sacrificing search functionality. The proposed solution includes the
implementation of a backend-based pagination mechanism to limit the
amount of data sent to the client, as well as the migration of the search
process to the backend using a similarity detection approach. Two similarity-
based search methods are evaluated: the Winnowing algorithm and a
combination of Trigram and Jaro—Winkler. To further optimize search
performance, particularly for queries that do not exist in the database, this
study integrates a Bloom Filter as an early rejection mechanism to reduce
computational overhead. A quantitative evaluation is conducted by
comparing the existing architecture with the proposed architecture using
load time and tolerance level metrics. Performance testing is carried out
using Grafana k6, while tolerance level is measured based on the system’s
ability to handle spelling variations and typographical errors. The results
show that the implementation of pagination significantly reduces page load
time, while the similarity-based search mechanism using Trigram and Jaro—
Winkler provides higher fault tolerance compared to substring matching and
Winnowing. In addition, the use of Bloom Filter is proven to accelerate
search computation time for non-matching queries by 60 to 70 time.
Therefore, the proposed architecture effectively improves performance,
scalability, and the overall quality of the search feature in the Talent
Discovery application.

Keywords: Data Retrieval Optimization, Similarity Detection, Bloom Filter,
Search Optimization
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