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PENGEMBANGAN SISTEM PRIORITAS LEAD DAN
REKOMENDASI METODE FOLLOW-UP BERBASIS
MACHINE LEARNING UNTUK OPTIMASI KINERJA SALES
DI PT XYZ

Dwi Yulianto

ABSTRAK

Proses follow-up lead pada penjualan pembiayaan konsumen di PT
XYZ masih dilakukan secara manual dan subjektif tanpa prioritas yang jelas,
sehingga lead potensial dapat terlewat ketika volume pengajuan meningkat
dan kapasitas sales terbatas. Penelitian ini bertujuan mengembangkan sistem
prioritas lead dan rekomendasi kanal follow-up berbasis machine learning
untuk meningkatkan efektivitas dan efisiensi kinerja sales.

Penelitian menggunakan metodologi CRISP-DM dengan data historis
pembayaran April-Juni 2025 sebanyak 500.000+ records. Sistem two-stage
dikembangkan menggunakan tiga algoritma: Logistic Regression, Random
Forest, dan XGBoost. Stage 1 memprediksi booking probability untuk
prioritas lead, Stage 2 merekomendasikan channel follow-up (phone atau
visit) untuk lead terprioritasi. Evaluasi menggunakan metrik ROC-AUC,
Precision, Recall, F1-Score, serta metrik bisnis Recall@80% dan Lift@80%.

XGBoost terpilih sebagai model terbaik pada kedua stage. Stage 1
mencapai ROC-AUC 68,35% dengan Recall@80% sebesar 93%,
memungkinkan tim sales menangkap 93% potensi booking dengan follow-up
hanya 80% lead. Stage 2 mencapai ROC-AUC 85,59% dengan F1-Score
69%. Sistem meningkatkan conversion rate 16,2% dan efisiensi channel
allocation 22%, diimplementasikan dalam dashboard Streamlit untuk
pengambilan keputusan prioritas follow-up.

Kata kunci: Channel Recommendation, Lead Scoring, Machine Learning,
Pembiayaan Konsumen, XGBoost
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DEVELOPMENT OF A MACHINE LEARNING-BASED LEAD
PRIORITIZATION AND FOLLOW-UP METHOD
RECOMMENDATION SYSTEM FOR SALES
PERFORMANCE OPTIMIZATION AT PT XYZ

Dwi Yulianto

ABSTRACT

The lead follow-up process in consumer financing sales at PT XYZ is
still conducted manually and subjectively without clear prioritization,
resulting in potential leads being missed when application volumes increase
and sales capacity is limited. This research aims to develop a lead
prioritization system and follow-up channel recommendation based on
machine learning to improve sales team effectiveness and efficiency.

This research employs the CRISP-DM methodology using historical
payment data from April-June 2025 with over 500,000 records. A two-stage
system was developed using three algorithms: Logistic Regression, Random
Forest, and XGBoost. Stage 1 predicts booking probability for lead
prioritization, while Stage 2 recommends follow-up channels (phone or visit)
for prioritized leads. Evaluation metrics include ROC-AUC, Precision,
Recall, F1-Score, and business metrics Recall@80% and Lift@80%.

XGBoost was selected as the best model for both stages. Stage 1
achieved ROC-AUC of 68.35% with Recall@80% of 93%, enabling the sales
team to capture 93% of potential bookings by following up with only 80% of
leads. Stage 2 achieved ROC-AUC of 85.59% with FI1-Score of 69%. The
system improved conversion rate by 16.2% and channel allocation efficiency
by 22%, implemented in a Streamlit dashboard for follow-up priority
decision-making.

Keywords: Channel Recommendation, Lead Scoring, Machine Learning,
Consumer Financing, XGBoost
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