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ANALISIS KOMPARATIF MODEL MONOLINGUAL INDOBERT DAN
MODEL MULTILINGUAL XLM-R PADA KLASIFIKASI EMOSI TEKS
BAHASA INDONESIA

Muhammad Lutfi Salinggih

ABSTRAK

Pertumbuhan pesat teks berbahasa Indonesia pada media sosial dan platform digital
menghasilkan data yang kaya akan ekspresi emosional, namun analisis emosi
masih banyak dilakukan secara manual dan subjektif sehingga tidak efisien untuk
data berskala besar. Penelitian ini membandingkan kinerja model monolingual
IndoBERT dan model multilingual XLM-RoBERTa dalam mengklasifikasikan lima
kategori emosi, yaitu cinta, gembira, marah, sedih, dan takut. Dataset internal yang
digunakan berjumlah 10.075 data, sedangkan dataset eksternal sebanyak 1.932 data
digunakan untuk menguji kemampuan generalisasi. Kedua model dilakukan fine-
tuning dengan konfigurasi yang identik, yaitu learning rate 2 x 107>, batch size 32,
dan 3 epoch, serta dievaluasi menggunakan skema 5-fold cross-validation. Hasil
eksperimen menunjukkan bahwa IndoBERT memperoleh akurasi 89,09% pada
data uji internal, sedangkan XLM-RoBERTa memperoleh akurasi 87,30%. Pada
pengujian data eksternal, XLM-RoBERTa menunjukkan akurasi yang lebih stabil
sebesar 86,59% dibandingkan IndoBERT sebesar 85,40%. Hasil ini menunjukkan
bahwa model multilingual mampu menyamai kinerja model monolingual setelah
fine-tuning, dengan keunggulan pada aspek generalisasi, sehingga pemilihan model
sebaiknya mempertimbangkan konteks penggunaan dan karakteristik data.

Kata kunci: Fine-tuning, IndoBERT, Klasifikasi Emosi, Transformer, XLM-
RoBERTa
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COMPARATIVE ANALYSIS OF INDOBERT AS MONOLINGUAL MODEL
AND XLM-R AS MULTILINGUAL MODEL FOR INDONESIAN TEXT
EMOTION CLASSIFICATION

Muhammad Lutfi Salinggih

ABSTRACT

The rapid growth of Indonesian-language text on social media and digital platforms
produces large-scale data rich in emotional expressions; however, emotion analysis
is still commonly performed manually and subjectively, making it inefficient for
large datasets. This study compares the performance of a monolingual model,
IndoBERT, and a multilingual model, XLM-RoBERTa, in classifying five emotion
categories: love, joy, anger, sadness, and fear. The internal dataset consists of
10,075 samples, while an external dataset of 1,932 samples is used to evaluate
generalization. Both models are fine-tuned using identical configurations, namely
a learning rate of 2 x 1073, batch size of 32, and 3 training epochs, and
evaluated using 5-fold cross-validation. Experimental results show that IndoBERT
achieves an accuracy of 89.09% on the internal test set, whereas XLM-RoBERTa
achieves 87.30%. On the external dataset, XLM-RoBERTa demonstrates more
stable performance with an accuracy of 86.59%, compared to 85.40% obtained
by IndoBERT. These findings indicate that a multilingual model can match the
performance of a monolingual model after fine-tuning, with better generalization
capability, suggesting that model selection should be based on application context
and data characteristics.

Keywords: Emotion Classification, Fine-tuning, IndoBERT, Transformer, XLM-
RoBERTa.
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