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[24] A. Rössler, D. Cozzolino, L. Verdoliva, C. Riess, J. Thies, and M. Nießner,
“Faceforensics++: Learning to detect manipulated facial images,” in
Proceedings of the IEEE/CVF International Conference on Computer Vision
(ICCV), 2019, pp. 1–11.

[25] T. Karras, S. Laine, and T. Aila, “A style-based generator architecture for
generative adversarial networks,” in Proceedings of the IEEE/CVF Conference
on Computer Vision and Pattern Recognition (CVPR), 2019, pp. 4401–4410.

[26] T. S. G. Live, “Scammers start using deepfake videos to
extort money from the gullible,” 2023, accessed: 2025-12-
05. [Online]. Available: https://www.sundayguardianlive.com/news/
scammers-start-using-deepfake-videos-to-extort-money-from-the-gullible

[27] CNBC, “Deepfake scams have looted millions. experts
warn it could get worse,” 2024, accessed: 2025-
12-05. [Online]. Available: https://www.cnbc.com/2024/05/28/
deepfake-scams-have-looted-millions-experts-warn-it-could-get-worse.html

[28] J. M. Sidik, “”deepfake”, pemanfaatan ai, dan pemilu,” ANTARA News,
2024, accessed: 2025-12-05. [Online]. Available: https://www.antaranews.
com/berita/3897330/deepfake-pemanfaatan-ai-dan-pemilu

[29] S. M. . S. World, “Deepfake video conference convinces
employee to send $25m to scammers,” 2024, accessed:
2025-12-05. [Online]. Available: https://www.scworld.com/news/
deepfake-video-conference-convinces-employee-to-send-25m-to-scammers

[30] S. J. Russell and P. Norvig, Artificial intelligence: a modern approach.
Pearson, 2020.

[31] Y. LeCun, Y. Bengio, and G. Hinton, “Deep learning,” Nature, vol. 521, no.
7553, pp. 436–444, 2015.

[32] Y. Mirsky and W. Lee, “The threat of deepfakes to cybersecurity: A survey,”
ACM Computing Surveys, vol. 55, pp. 1–38, 2023.

[33] C. Szegedy, W. Zaremba, I. Sutskever, J. Bruna, D. Erhan, I. Goodfellow,
and R. Fergus, “Intriguing properties of neural networks,” arXiv preprint
arXiv:1312.6199, 2014.

[34] N. Carlini and D. Wagner, “Towards evaluating the robustness of neural
networks,” in IEEE Symposium on Security and Privacy (SP), 2017, pp.
39–57. [Online]. Available: https://ieeexplore.ieee.org/document/7958570

80
Deteksi Deephoax terhadap..., Andrew Thomas Agustinus, Universitas Multimedia Nusantara

https://www.sundayguardianlive.com/news/scammers-start-using-deepfake-videos-to-extort-money-from-the-gullible
https://www.sundayguardianlive.com/news/scammers-start-using-deepfake-videos-to-extort-money-from-the-gullible
https://www.cnbc.com/2024/05/28/deepfake-scams-have-looted-millions-experts-warn-it-could-get-worse.html
https://www.cnbc.com/2024/05/28/deepfake-scams-have-looted-millions-experts-warn-it-could-get-worse.html
https://www.antaranews.com/berita/3897330/deepfake-pemanfaatan-ai-dan-pemilu
https://www.antaranews.com/berita/3897330/deepfake-pemanfaatan-ai-dan-pemilu
https://www.scworld.com/news/deepfake-video-conference-convinces-employee-to-send-25m-to-scammers
https://www.scworld.com/news/deepfake-video-conference-convinces-employee-to-send-25m-to-scammers
https://ieeexplore.ieee.org/document/7958570


[35] A. Ilyas, L. Engstrom, A. Athalye, and J. Lin, “Black-box adversarial attacks
with limited queries and information,” in Proceedings of the 35th International
Conference on Machine Learning (ICML), 2018, pp. 2137–2146. [Online].
Available: https://proceedings.mlr.press/v80/ilyas18a.html

[36] W. Brendel, J. Rauber, and M. Bethge, “Decision-based adversarial attacks:
Reliable attacks against black-box machine learning models,” in International
Conference on Learning Representations (ICLR), 2018. [Online]. Available:
https://openreview.net/forum?id=SyZI0GWCZ

[37] Y. Liu, X. Chen, C. Liu, and D. Song, “Delving into transferable adversarial
examples and black-box attacks,” arXiv preprint arXiv:1611.02770, 2017,
dOI: 10.48550/arXiv.1611.02770. [Online]. Available: https://arxiv.org/abs/
1611.02770

[38] I. J. Goodfellow, J. Shlens, and C. Szegedy, “Explaining and harnessing
adversarial examples,” arXiv preprint arXiv:1412.6572, 2014. [Online].
Available: https://arxiv.org/abs/1412.6572

[39] S.-M. Moosavi-Dezfooli, A. Fawzi, and P. Frossard, “Deepfool: A simple and
accurate method to fool deep neural networks,” in Proceedings of the IEEE
Conference on Computer Vision and Pattern Recognition (CVPR), 2016,
pp. 2574–2582. [Online]. Available: https://ieeexplore.ieee.org/document/
7780651

[40] F. Croce and M. Hein, “Reliable evaluation of adversarial robustness
with an ensemble of diverse parameter-free attacks,” in International
Conference on Machine Learning (ICML), 2020. [Online]. Available:
https://arxiv.org/abs/2003.01690

[41] Y. LeCun, L. Bottou, Y. Bengio, and P. Haffner, “Gradient-based learning
applied to document recognition,” Proceedings of the IEEE, vol. 86, no. 11,
pp. 2278–2324, 1998.
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