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programming: Creating large training sets quickly,” in Proceedings of
the 2016 Conference on Neural Information Processing Systems (NeurIPS)
Workshop, 2016.

[14] D.-H. Lee, “Pseudo-label: The simple and efficient semi-supervised
learning method for deep neural networks,” in Workshop on Challenges in
Representation Learning, International Conference on Machine Learning
(ICML), Atlanta, Georgia, USA, 2013.

[15] W. Albattah and R. U. Khan, “Impact of imbalanced features on large
datasets,” Frontiers in Big Data, vol. 8, p. 1455442, 2025.

[16] M. Abdelhamid and A. Desai, “Balancing the scales: A comprehensive
study on tackling class imbalance in binary classification,” arXiv preprint
arXiv:2409.19751, 2024. [Online]. Available: http://arxiv.org/abs/2409.19751

[17] D. Jurafsky and J. H. Martin, Speech and Language Processing, 3rd ed.
Prentice Hall, 2020, draft available at https://web.stanford.edu/∼jurafsky/
slp3/.

[18] A. Vaswani, N. Shazeer, N. Parmar, J. Uszkoreit, L. Jones, A. N. Gomez,
L. Kaiser, and I. Polosukhin, “Attention is all you need,” in Advances in Neural
Information Processing Systems, vol. 30, 2017, pp. 5998–6008.

[19] J. Nyandwi, “The Transformer blueprint: A holistic guide to the Transformer
neural network architecture,” Deep Learning Revision, July 2023. [Online].
Available: https://deeprevision.github.io/posts/001-transformer/

[20] J. Devlin, M.-W. Chang, K. Lee, and K. Toutanova, “BERT: Pre-training of
deep bidirectional transformers for language understanding,” in Proceedings
of the 2019 Conference of the North American Chapter of the Association for
Computational Linguistics: Human Language Technologies. Association for
Computational Linguistics, 2019, pp. 4171–4186.

[21] H. T. Wibowo et al., “IndoBERT: A pre-trained language model for
Indonesian,” in Proceedings of the 2020 International Conference on Asian
Language Processing (IALP), 2020.

55
Analisis Sentimen Publik..., Vivo Hizkia Imanuel, Universitas Multimedia Nusantara

https://helmisatria.com/blog/updated-crawl-data-twitter-x-maret-2024
http://arxiv.org/abs/2409.19751
https://web.stanford.edu/~jurafsky/slp3/
https://web.stanford.edu/~jurafsky/slp3/
https://deeprevision.github.io/posts/001-transformer/


[22] A. P. Cahya et al., “Pretrained IndoBERT models for Indonesian
NLP,” HuggingFace Model Card, 2021. [Online]. Available: https:
//huggingface.co/indobenchmark/indobert-base-p1

56
Analisis Sentimen Publik..., Vivo Hizkia Imanuel, Universitas Multimedia Nusantara

https://huggingface.co/indobenchmark/indobert-base-p1
https://huggingface.co/indobenchmark/indobert-base-p1

