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IMPLEMENTASI MODEL DEBERTA-V3 UNTUK MENGOREKSI
SUSUNAN KATA TERTUKAR DALAM KALIMAT BAHASA INDONESIA

Kevin Chawandi

ABSTRAK

Kesalahan tata bahasa dalam teks Bahasa Indonesia dapat menurunkan kualitas
komunikasi dan efisiensi penulisan, terutama pada media berita dengan jumlah
artikel yang besar. Penelitian ini bertujuan membangun model Large Language
Model berbasis DeBERTa-V3 untuk mengoreksi posisi kata yang tertukar dalam
kalimat Bahasa Indonesia. Model di-pre-training menggunakan korpus berita
KoPI-CC News dan di-fine-tuning dengan dataset sintetik berupa penukaran
posisi kata. Evaluasi dilakukan menggunakan akurasi, F/-score, dan BLEU,
menghasilkan akurasi 60,07%, FI-score 60,09%, dan BLEU 92,57%. Hasil ini
menunjukkan bahwa model DeBERTa-V3 memiliki potensi untuk memperbaiki
kesalahan pertukaran posisi kata secara efektif dalam teks Bahasa Indonesia.

Kata kunci: DeBERTa-V3, koreksi pertukaran kata, Large Language Model, pre-
training
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Implementation of DeBERTa-V3 Model for Word-Swapping Correction in

Indonesian Sentences

Kevin Chawandi

ABSTRACT

Grammatical errors in Indonesian text can reduce communication quality and
writing efficiency, especially in news media with high article volume. This study
aims to develop a DeBERTa-V3-based Large Language Model to correct swapped
word positions in Indonesian sentences. The model was pre-trained on the KoPI-CC
News corpus and fine-tuned with a synthetic dataset of word swaps. Sentence-level
evaluation shows an accuracy of 60.07%, an F1-score of 60.09%, and a BLEU
score of 92.57% These results demonstrate that DeBERTa-V3 has the potential to
effectively correct word order errors in Indonesian text.

Keywords:
DeBERTa-V3, Large Language Model, pre-training, word-swapping correction
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