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ANALISIS SENTIMEN KOMENTAR YOUTUBE BERBAHASA 

INDONESIA TERKAIT ISU WARGA NEGARA INDONESIA DI JEPANG 

MENGGUNAKAN MODEL HYBRID INDOBERT DAN LSTM 

Vaness Febraio 

ABSTRAK 

 

Perkembangan pesat media sosial telah mengubah cara masyarakat 

mengekspresikan opini dan emosi terhadap berbagai isu sosial, dengan YouTube 

menjadi salah satu platform utama dalam diskursus publik. Salah satu isu yang 

menarik perhatian luas adalah keterlibatan Warga Negara Indonesia (WNI) dalam 

berbagai insiden di Jepang yang memicu beragam reaksi dari masyarakat Indonesia. 

Reaksi tersebut tercermin dalam komentar YouTube berbahasa Indonesia yang 

mengandung sentimen positif, negatif, dan netral. Penelitian ini bertujuan untuk 

menganalisis sentimen komentar YouTube terkait isu WNI di Jepang menggunakan 

model hybrid IndoBERT–LSTM. IndoBERTdimanfaatkan untuk menghasilkan 

embedding kontekstual yang mampu merepresentasikan makna semantik teks 

secara akurat, sedangkan Long Short-Term Memory (LSTM) digunakan untuk 

memodelkan urutan kata serta dependensi jangka panjang dalam kalimat. Dataset 

dikumpulkan dari platform YouTube dan melalui beberapa tahap praproses, 

meliputi pembersihan teks, normalisasi, tokenisasi, penghapusan stopword, dan 

stemming. Proses pelabelan sentimen dilakukan menggunakan InSet Lexicon, 

kemudian data dibagi menjadi data latih dan data uji dengan rasio 80:20. Hasil 

eksperimen menunjukkan bahwa model IndoBERT–LSTM mencapai akurasi 

sebesar 77%, dengan nilai precision, recall, dan F1-score masing-masing sebesar 

0,77. Secara per kelas, sentimen negatif memperoleh F1-score 0,79, sentimen 

netral 0,71, dan sentimen positif 0,80. Selain itu, hasil analisis menunjukkan bahwa 

sentimen negatif mendominasi komentar, yang mencerminkan kuatnya respons 

emosional masyarakat terhadap isu tersebut serta menegaskan efektivitas model 

yang diusulkan dalam analisis sentimen teks media sosial berbahasa Indonesia. 

Kata kunci: Analisis sentimen, IndoBERT, LSTM, Hibrida, YouTube 
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SENTIMENT ANALYSIS OF INDONESIAN-LANGUAGE YOUTUBE 

COMMENTS ON THE ISSUE OF INDONESIAN CITIZENS IN JAPAN 

USING THE INDOBERT AND LSTM HYBRID MODEL 

Vaness Febraio 

ABSTRACT 

 

The rapid development of social media has changed the way people express 

opinions and emotions toward various social issues, with YouTube becoming one 

of the main platforms for public discourse. One issue that has attracted widespread 

attention is the involvement of Indonesian citizens (WNI) in various incidents 

in Japan, which has triggered diverse reactions from Indonesian society. These 

reactions are reflected in Indonesian-language YouTube comments containing 

positive, negative, and neutral sentiments. This study aims to analyze the sentiment 

of YouTube comments related to the issue of Indonesian citizens in Japan using a 

hybrid IndoBERT–LSTM model. IndoBERT is utilized to generate contextualized 

embeddings that accurately represent the semantic meaning of text, while Long 

Short-Term Memory (LSTM) is employed to model word sequences and long- 

term dependencies within sentences. The dataset was collected from YouTube 

and processed through several preprocessing stages, including text cleaning, 

normalization, tokenization, stopword removal, and stemming. Sentiment labeling 

was conducted using the InSet Lexicon, and the data were divided into training 

and testing sets with an 80:20 ratio. The experimental results show that the 

IndoBERT–LSTM model achieves an accuracy of 77%, with precision, recall, and 

F1-score values of 0.77. Class-wise analysis indicates that the negative sentiment 

class obtains an F1-score of 0.79, the neutral class 0.71, and the positive class 

0.80.  Furthermore, the results indicate that negative sentiment dominates the 

comments, reflecting strong emotional responses from the public and confirming the 

effectiveness of the proposed model for sentiment analysis of Indonesian-language 

social media text. 

Keywords: Sentiment analysis, IndoBERT, LSTM, Hybrid, Youtube 
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