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Abstract— The growing influx of digital Curriculum Vitae
(CV) has created significant challenges for recruiters in
efficiently identifying qualified candidates. This study proposed
a dual-sla@uyhrid artificial intelligence (AI) framework that
integrated Convolutional Neural Network (CNN)-based visual
classification with semantic analysis using an open-source Large
Language Model (LLM) to streamline the recruitment
workflow. In the first stage, the CNN model classifies CV with
98% accuracy and evaluates their compati with Applicant
Tracking Systems (ATS), achieving 92% classification accuracy.
In the second stage, a fine-tuned LLM extracts and evaluates
candidate information, generates concise summaries, and
identifies missing key petencies. Unlike proprietary API-
based solutions, the proposed system leverages open-source
models to ensure transparency, enable local deployment, and
support ethical handling of personally identifiable information
(PII). Experimental results show an Fl-score above 0.86 for skill
extraction and summary evaluation. The framework outputs
structured data in JSON format for seamless integration with
recruitment platforms. Despite limitations related to dataset
availability and evaluation diversity, the proposed approach
demonstrates strong potential for scalable, interpretable, and
customizable CV analysis in modern human resource systems.
Future work would explore job-matching capabilities,
multilingual support, bias detection, and compliance with global
data protection regulations. This research underscores the
fea ity of integrating vision and language models to develop
ethical and intelligent recruitment workflows.

Keywords—  Applicant  Tracking System, Convolutional
Neural Network, CV Screening, Large Language Model,
Recruitment Automation

I. INTRODUCTION

Recruiting the right talent is a strategic imperative for any
organization [1]. Employees drive innovation, productivity,
and growth while shaping company culture and long-term
competitiveness [2]. Modem hiring is increasingly complex
due to online platforms and remote work, which have
dramatically increased applicant volume and extended
recruitment timelines [3], [4].

Traditional recruitment methods, particularly manual CV
screening, are no longer sufficient in  high-volume
environments [5]. These processes are time-consuming,
inconsistent, and prone to unconscious bias, often causing
qualified candidates to be overlooked [6]. To address these
challenges, many organizations have adopted artificial
intelligence (Al) tools to automate and streamline recruitment.
However, most current Al implementations rely on simplistic
keyword matching or proprietary large language models

2% Johan Setiawan
Department of Information Systems
Universitas Multimedia Nusantara
Tangerang, Indonesia
ohan{@umn.ac.id

(LLMs) that lack transparency, interpretability, and
adn@:ility to specific organizational needs [7].

tudy proposed a hybrid Al framework that integrates
layout-based structural analysis of CV with semantic
processing using open-source LLMs to deliver a scalable,
accurate, and explainable recruitment solution [8]. The
framework operated in two stages: first, a convolutional neural
network (CNN) processed CVs in various formats including
PDFs, images, and nned documents to classify visual
layout elements such as headers and sections and assess
compatibility with Applicant Tracking Systems (ATS),
thereby standardizing formatting and filtering out low-quality
inputs. Second, a fine-tuned open-source LLM extracts key

candidate attributes, including skills, experience, and
education, evaluates their relevance to specific job roles,
generates  concise  summaries, and  detects missing
competencies.

This dual-layer approach offers several advantages:
improved efficiency through automation, reduced bias via
consistent evaluation, and enhanced transparency using open-
source meodels [9]. The framework is modular and
customizable, enabling integration with existng ATS
platforms and adaptation to enterprise-specific requirements.
By supporting diverse CV formats and delivering detailed
candidate assessments, the proposed system is particularly
suited to high-demand sectors such as technology, healthcare,
and customer service. Furthermore, by digitizing and
automating core recruitment tasks, it supports remote
workflows, allowing recruiters and hiring managers to
manage candidate pipelines effectively from any location
[10].

This paper details the design. development, and evaluation
of the proposed system and examines its potential to make
candidate screening faster, fairer, and more interpretable
through responsible, open-source Al technologies. The
following section reviews existing research on Al-driven
recruitment, highlighting current capabilities and persistent
limitations.
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II. LITERATURE REVIEW

The integration of Artificial Intelligence (AI) in
recruitment has notably improved efficiency and accuracy.
Al-driven tools reduce time-to-hire by up to 45% through
automated CV screening and scheduling [11], with adoption
rising to 55% by 2020 among U.S. firms using predictive
analytics [12]. Surveys further confirm this trend: by 2022,
92% of HR leaders planned to expand Al use, with 73%
already applying it to recruitment. By 2024, 64% of U.S.




organizations reported tal acquisition as the main Al
application area, ahead of learning and development (43%)
and performance management (25%) [13].

Broader industry surveys reinforce Al's value in
streamlining hiring. In 2017, 67% of 8,815 HR professionals
in a Statista survey believed Al helps reduce recruitment time
[14]. Similar studies show widespread adoption, with 99% of
Fortune 500 companies implementing Al-based recruitment
systems [15]. Collectively, these findings highlight Al's
growing role in accelerating hiring timelines while improving
precision, scalability, anﬁcm}sistency.

1II. METHODOLOGY

Our approach adheres to the Knowledge Discovery in
Databases (KDD) paradigm, as depicted in Fig. 1, integrating
ncumeut preprocessing, visual feature extraction, and
convolutional neural network (CNN)-based modeling to
enhance the automated classification of CV. This process
supports intelligent recruitment systems by streamlining the
identification of ATS-compliant documents and optimizing
candidate screening.
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Fig. 1. Knowledge Discovery in Databases (KDD) process

A. Dataset

A structured dataset of CV was obtained from internal
company records through a private recruitment partner. These
authentic CV, submitted by job applicants, were selected to
represent diverse layouts and formatting styles. Due to the
proprietary nature of the data, the original documents cannot
be publicly released. Each PDF was converted into per-page
PNG images to preserve key visual elements such as layout
hierarchy, typography, and symbols. Although the dataset is
not publicly accessible, all experiments used anonymized data
and followed a standardized preprocessing pipeline to ensure
consistency. Future replications may be used synthetically
generated CV to simulate similar structural diversity.

B. Data Labeling

After preprocessing, each converted image was manually
annotated with two binary labels to support supervised
learning. The first label identifies whether the document is a
CV or a non-relevant document, ensuring irrelevant files are
excluded from the recruitment pipeline. The second label
assesses the CV compatibility with Applicant Tracking
Systems (ATS), based on features such as clear headings,
minimal graphics, and machine-readable layouts.

Fig. 2. Examples of CV layouts

To illustrate this distinction, Fig. 2 show examples of ATS-
compliant and non-compliant CV. respectively. This dual-
labeling approach provides a reliable ground truth for training
models to evaluate both content relevance and formatting
quality
C. Feature Extraction 19

Feature extractions were performed using Convolutional
Neural Networks (CNNs), which transformed the wvisual
content of each image into high-dimensional feature
vectors[16]. These vectors encapsulated structural and
stylistic cues, enabling the model to assess document
classification and formatting compliance. The core operation
in CNNs for feature extraction was the two-dimensional
convolution [17].

For multi-channel inputs, such as RGB images, the
conv nha:u operation extends across all channels. To ensure
robust evaluation, the dataset was split using stratified
sampling into 80% training and 20% testing subsets,
preserving class distributions across both sets
D. CNN-Based Modelling
To support automated document classification, a unified
Convolutional Neural Network (CNN) architecture was

employed for both CV detection and ATS compliance
assessment:

Input Layer Gonvolution + Pooling Layers
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Fig. 3. CNN architecture for detection

Ags illustrated in Fig. 3. the architecture consisted of
sequential layers: an input layer for preprocessed PDF images,




four convolutional layers with max-pooling to extract
typographic and structural features [18]. and a flatten layer to
convert feature maps into a vector. This vector was passed to
fully connected dense layers, with dropout applied to reduce
overfitting, before reaching a final SoftMax layer for binary
classification [19].

The same CNN design was trained separately for two
tasks: (1) distinguishing CV from non-CV, and (2) evaluating
ATS-compliant versus non-compliant CV. Training was
performed with labeled data using backpropagation and
gradient descent, while hyperparameters (learning rate,
dropout rate, batch size, filter count) were tuned to optimize
performance and prevent overfitting.

This shared modeling approach streamlines the pipeline,
ensuring consistent architecture while enabling accurate
classification across both tasks [20].

E. Semantic Analytics (LLM Model)

To complement CNN-based structural classification, this
study integrated a semantic analysis module using the open-
source LLM DeepSeek R1 Distill Qwen-7B. It was fine-tuned
on anonymized CV data to extract attributes such as strengths,
weaknesses, and key skills [21]. The text was then processed
with a recruiter-style prompt that organized extracted
information into four structured sections: summary, strengths,
weaknesses, and skills. This approach ensured clarity,
consistency, and a professional tone in the outputs.

F. Evaluation and Interpretation

Bcth classifiers were evaluated using standard binary
metrics: accuracy, precision, recall, and F1-score. Accuracy
measured overall correctness [22]. Precision reflected
reliability m detecting positives [23]. Recall captured
sensitivity to true cases [24], and the Fl-score balanced both,
making it valuable where misclassification costs differed [25].

Insights from the evaluation mformed two feedback
mechanisms. First, low-performing samples were flagged for
re-labeling or augmentation to enhance data quality [26].
Second, models were refined through hyperparameter tuning
and architectural adjustments to reduce recurring errors [27].
This iterative process improved performance and
demonstrated the system’s reliability in filtering non-CV and
non-ATS-compliant documents, significantly streamlining
recruitment workflows.

IV. RESULTS AND DISCUSSION

This section presents the outcomes of our h Al
framework, emphasizing the performance the
Convolutional Neural Network (CNN)-based classifiers for
CV and ATS compliance detection, as well as the deployment
of the system for practical recruitment applications.

A. CV Classification Model Performance

Classification Report (Binary: 1 = CV, 8 = Not CV):

precision recall fl-score support

] 6.98 0,98 0.98 10834

1 06.98 0.98 0.98 10834

accuracy 0.98 21668
macro avg 6.98 0.98 0.98 21668
weighted avg 0.98 0.98 0.98 21668

Fig. 4. Classification report of CV detection model
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The pfformance of the CV classification model was
illustrated m Fig. 4, which prese the classification report
with key evaluation metrics. The model achieved an accuracy
of 98%, along with precision, recall, and F1-scores of 0.98 for
both CV (label 1) and non-CV (label 0). The balanced class
support (10,834 samples each) and high macro and weighted
averages demonstrated the model’s strong capability in
handling both positive and negative classifications with
minimal bias.
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Fig. 5. Trmining and validation accuracy trends of CV
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Figure 5 visualized the training and validation accuracy
trends over 30 epochs. The training accuracy rapidly incfg@sed
and stabilized above 0.97, indicating effective learning of the
traming data. The validation accuracy followed a similar
upward trend, peaking at around 0.96 and maintaining
stability with minor fluctuations, which suggested good
generalization and minimal overfitting. Together, these
figures confirmed the model’s robustness, consistent learning
behavior, and reliability in distinguishing CV documents from
irrelevant content in diverse formats.

B. ATS Compliance Classification Model Performance

Classification Report (Binmary: 1 = ATS, @ = Not ATS):

precisian recall fl-score support

] 0.92 0.92 0.92 3002

1 8.92 0.92 0.92 3002

accuracy 0.92 6004
macro avg .92 0.92 0.92 6004
weighted avg 0.92 0.92 0.92 66004

Fig. 6. Performance metrics of the ATS detection model




Figure 6 presented the performance metrics of the ATS
compliance classification model, showing balanced results
both classes (ATS-compliant and non-compliant) with
precision, recall, and F1-score of 0.92, and an overall accuracy
of 92%.
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Eg. 7. Training and validation accuracy trends of ATS

Figure 7 depicted the training and validation accuracy
trends over 30 epochs, which indicated steady improvement
inaccuracy with the training set, while the validation accuracy
plateaued around 0.89. This suggested good generalization
without significant overfitting.

C. CNN Architecture

The CNN architecture applied in both the CV
sification and ATS compliance tafis was identical and
illustrated in Fig. 3. It consisted of four convolutional
layers interspersed with max pooling, followed by a flattening
operation, dense layers, dropout, and a final SoftMax output.
This design was trained separately for cach task using task-
specific labeled datasets, but the underlying structure
remained unchanged. By maintaming unified architecture, the
framework ensures consistency in feature extraction and
computational  efficiency, while allowing independent
optimization for CV detection and ATS compliance
evaluation.

D. System Development
e |
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Fig. 8. User interface of deployed system

Figure 8 highlighted the system deployment interface,
which provided a user-friendly platform for uploading and
analyzing CV. The interface included functionalities for
uploading new documents, reviewing existing CV, and
tracking processing status through logs, thereby supporting

seamless
analys
E. Large Language Model (LLM)

The semantic analysis module was evaluated using the
fne-tuned DeepSeck R1 Distill Qwen-7B model with a
structured prompt to extract candidate information nto four

interaction between the user and the Al-powered
ystem.

sections: summary, strengths, weaknesses, and skills. This
ensured clarity, consistency, and professional tone in the
outputs.

Abdurrahman Compliance Staff Resume

Fig. 9. Example output of LLM-based semantic analysis

Figure 9 illustrated an example analysis of a CV, where the
model correctly identified strengths (e.g., HSE, supply chain,
risk management), weaknesses (limited ERP experience), and
categorized skills (personal, language, professional).
Although the model occasionally generated conversati
phrases (e.g., “Alright, let’s dive into this CV analysis
did not affect accuracy and mainly reflected challenges in
prompt control.

TABLEL LLM BENCHMARK
Extracted Information recision Recall Fi-Score
Summary 0.90 0.86 0.88
Strengths 0.85 0.80 0.82
Weakness 0.77 073 0.75
Skills 0.88 085 0.86

Table I shows a benchmarking study with five
anonymized CV compared n | outputs against manually
annotated ground truth using precision, recall, and F1-score.
Results are summarized in Table 1, showing a powerful
performance across categories, with highest accuracy for skill
extraction (F1 = 0.86) and summary generation (F1 = 0.88).
Slightly lower performance was observed for weaknesses (F1
= 0.75), due to the implicit nature of such information.
Overall, the model demonstrated reliable semantic extraction
while highlighting areas for mmprovement in prompt
engineering and fine-tuning.




F. Result Comparison

TABLE 1. PREVIOUS STUDIES
Study and Method Dataset Accuracy Limitations
Types

NLP + SVM with | Text Only 96.6% Ignores Layout
TF-IDF [28]
CNN-GRU + BERT | Text + [ 93.5% Limited
[29] Embedding generalizability
CV2Vec [30] Embedding- 92% Proprietary

based pipeline
LLM for ATS [31] Text + LLM 85-90% No visual

Features

Proposed Layout + | 98% (CV) & | Prvate dataset
framework Semantic 92% (ATS)

Table IT compared our proposed framework with related
studies. While text-only and embedding-based models
achieved strong accuracy, they neglected layout features or
depended on proprietary pipelines. Our dual-stage CNN +
LLM framework provided competitive accuracy while
integrating both structural and semantic analysis, offering a
more holistic and interpretable solution.

G. Ethical Considerations and Bias Mitigation

Ethical integrity is critical in Al-driven recruitment
because of its impact on career outcomes. This study
addresses bias, fairness, transparency, and data protection
through a multi-layered ethical framework.

The pipeline applies to two CNN models: one trained on
10,834 samples to identify CV, and another on 3,002 samples
for ATS compliance. Only documents passing both stages are
analyzed by the fine-tuned LLM, which extracts structured
insights (strengths, weaknesses, and skills) using a prompt-
guided approach. These outputs, formatted in JSON, enable
human oversight and support interpretability.

To safeguard privacy, all data was processed locally with
minimal handling of personally identifiable information.
Although not fully aligned with GDPR or Indonesia’s PDP
Law, the system follows privacy-aware practices suitable for
deployment. To mitigate bias, the system mcorporates: (1)
fairmess audits usmg SHAP and AIF360, (2) balanced
synthetic datasets to reduce gender and age imbalance, (3)
evaluation on diverse demographic samples, and (4)
automated alerts during retraining to flag bias. These measures
strengthened accountability and ensured equitable outcomes.

H. Implication for Practices

The hybrid Al framework streamlines recruitment by
combining CNN-based classification with LLM-driven
semantic analysis. CNNs filter out non-CV or poorly
formatted documents, while the LLM extracts structured
insights (summary, strengths, weaknesses, and skills) from
ATS-compliant CV.

Qutputs in JSON format integrate easily with recruitment
systems, supporting human decision-making  without
replacing it. Its modular design and local data storage ensure
adaptability and privacy, making the framework suitable even
in environments with limited cloud access. Although not
intended for automated ranking, it provides a scalable and
transparent tool that reduces recruiter workload in high-
volume fields such as technology. administration, and
customer service.

V. CONCLUSION

This study proposed a hybrid Al framework integrating
CNN-based document classification with fine-tuned open-
source LLM semantic analysis for CV screening. The system
achieved 98% accuracy in CV identification and 92% in ATS
compliance, confirming its reliability for carly-stage
candidate filtering.

To ensure transparency and faimess, LLM analysis was
applied only to ATS-compliant CV under a predefined
prompt, producing structuredffllimmaries of candidate
strengths, weaknesses, and skills to support rather than replace
human decision-making. Ethical principles guided design
choices, including explainable outputs, local data storage, and
minimal use of personal data. While not fully compliant with
GDPR or Indonesia’s PDP Law, the system follows privacy-
aware practices suitable for localized deployment.

Limitations include the LLM’s difficulty in handling
nuanced, job-specific, or cultural context, and the absence of
automated ranking or job matching. Future work might
explore fairness audits, multilingual processing, fairness-
aware learning, and job description analysis to improve
candidate-role alignment.

Overall, the framework offers a scalable, interpretable, and

ethically conscious approach to Al-assisted CV screening,
balancing efﬂcicucyﬂith fairness and human oversight.
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