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Abstract— Social media provides a public platform for
expressing complaints and opiam'. Researchers can use text
mining techniques such as sentiment analysis and topic
modeling on social media daia to compare features and gauge
lic opinion on competing digital banks in Indonesia. The aim
of this study is to classify sentiments and identify topics in social
im.'@am related to a specific digital bank. To accomplish this,
the Naive Bayes algorithm is used for sentiment analysis, while
Latent Dirichler Allocation is used for topic modeling. The
soctal media data is sourced from Twitter and Instagram for
Line Bank digital bank. The study finds that the Naive Bayes
algorithm performs well in classifying sentiments, achieving a
maximum Fl score of 0863, Posil entiments are more
prevalent in Twitter data, while negative sentiments are more
prevalent on Instagram. Topic modeling using Late@|Dirichlet
Allocation algorithm identifies four optimal topics for positive
sentiment and five for negative sentiment. The coherence value
obtained is 0426279 for positive sentiment and 0397232 for
negative sentiment.
Keywords— Digital Bank, Latent Dirichlet Allocation
(LDA), Naive Bayes, Sentiment Analysis, Topic Modelling

I. INTRODUCTION

Over the past few years, there has been a noticeable shift
from traditional banking transactions, such as those conducted
through ATMs and branch offices, towards the lmatic)n of
mobile and internet banking services. Data from the Institute
for Development Economy and Finance (INDEF) indicates a
consistent decline in the frequency of ATM or debit
transactions, from 62% in 2011 to 37% in 2018. Similarly,
transactions at branch offices decreased from 17% in 2011 to
4% in 2018, while the frequency of mobile banking as an
internet-based service increased from 6% in 2011 to 41% in
2018. Additionally, other internet-based services, such as
internet banking, saw an increase from 11% in 2011 to 17%
in 2018[1].

One of the internet-based banking services in Indonesia is
digital banking. According to a survey conducted by Inventure
Indonesia and Alvara Research Center, 43 6% of respondents
used internet-based banking services more frequently after the
COVID-19 pandemic compared to before[2]. Conversely,
only 25.6% of respondents reported an increase in the use of
e-wallet electronic  payment instruments since the
pandemic[2].
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The growing number of Indonesians using internet-based
banking services has led to an increase in the number of digital
banks. Momentum Works reports that over the past five years,
at least one digital bank product per year has started operating
in Indonesia[3]. One such example is Line Bank, an
application owned by KEB Hana Bank Indonesia and Line, a
messaging application from Japan[4]. However, the rise in the
number of digital banks has also been accompanied by an
increase in consumer complaints, with financial services being
the most frequently reported category of complaints over the
past five years, according to data from the Consumers
Association from Indonesia (YLKI)[5].

One of the complaints about financial services received by
YLKI complaints related to financial services, is banking [6].
According to the Financial Services Authority (OJK) social
media is a source of information that can be obtained quickly
to find responses from lhapublic, such as service
complaints[7]. Based on this, sentiment analysis and topic
modeling of social media data, particularly Twitter and
Instagram, are needed, to better understand user comments
and their implications. Indonesia's most widely used social
media platforms, according to the 2020 report from We Are
Social and HootSuite, respectively, are Youtube, WhatsApp,
Facebook, Instagram, and Twitter[8]. As of July 2020,
Indonesia is ranked sixth in terms of the number of Twitter
users[9] and fourth in terms of Instagram users[10], according
to data from Statista.

II.  LITERATURE REVIEW

A. Sentiment Analysis

Sentiment analysis or opinion mining is a more profound
analysis stage from text mining, which find opinions or
s of things in the text unit, such as tive, negative,
or neutral emotions [11]. Sentiment analysis is one of the
implementations of a popular ¢l fication method because it
can find out a person's views, opinions, reactions, and
emotions only based on the tone of speech from the written
text [12]. The Naive Bayes algorithm was chosen to perform
the automatic sentiment classification from social media
because it has proven to positively affect sentiment
classification [13]-[16]. Some of these advantages include
attributes that are not limited to numeric, speed in modeling
until the deployment stage [17], modeling with a small amount




of training data, and better performance with fewer input

modifications made. Modifications were carried out at the

dimensions [18], assuming all attributes are independent [17].
B. Topic Modelling

Topic modeling can summarize leu'gEBI documents into
a group of topics. The topic in question is a collection of words
that often appear together in a document. Each word has its
weight in a topic [19]. The process of getting topics from
several documents is called topic modeling, based on the
unsupervised concept [12]. The topic modeling task uses the
Latent Dirichlet Allocation algorithm because it is proven to
have advantages [20]-[22], such as the ability to process short,
long, and mixed-length documents as well as being able to
consider the form of relationships between documents [21].

C. Related Works

Several previous studies conducted sentiment analysis
[23] and topic modeling [24] on digital banks and E-
Commerce. Cheng and Sharmayne [23] predict sentiment
classification and topic modeling based on review ratings of
digital banks in the Philippines. Sentiment classification
prediction is made without a special algorithm, while topic
modeling uses LDA and association methods. This study
resulted in seven main topics ﬂ application review data,
keywords associated with each positive and negative label,
and conclusions about the advantages and disadvantages of
banks [23]. Yang [24] combines sentiment analysis and
modeling by using LDA for topic modeling and a Python
library called vader for sentiment analysis. The study
compared five brands' product review data from e-commerce
about healthy snacks ("new snacks"). The results of topic
modeling almost all produce positive words for each store,
then used for strategy recommendations for each store owner.

1. METHODOLOGIES

A. Data Collection

The source of research data is public opinion about one of
the digital banks in Indonesia, which is published through
social media. The social media data used are tweet data and
comment data on official Instagram account content from Line
Bank, a digital bank. The social media owned by Line Bank,
which operates in Indonesia, are @linebankid for Instagram,
Twitter, and Tiktok. While "Line Bank by Hana Bank" is the
official account on Facebook and Youtube. The data is
collected by scraping from social media using Python in
Jupyter. The Python library used for scraping tweet data is
Tweepy to access the Twitter API [25]. The Python
Instagram-Comments- Scraper library collected comment
data from Instagram [26]. Twitter and Instagram social media
data took over three months, from November 6, 2021, to
March 19,2022, The period is determined based on the release
date of the digital bank Line. Based on the provisions of the
Twitter API, the period for scraping is also given a limit of
seven days before the scraping date so that Twitter data will
be retrieved periodically every week. The data collected
within one week will then be examined by three students who
have proficiency in Bahasa, whose results will determine the
labelling of sentiment based on the majority vote results.

B. Research Design

The step of sentiment analysis research will follow a
general procedure with some additional steps for modelling
the topic of the digital bank. The step of sentiment analysis
refers to the research conducted by Pierre [27] with

prepr g stage, where previous studies used only one
social media, while in this study, two social media were used.
The following change is that the research step does not stop
at the sentiment classification stage but continues with the
topic modelling task. The stages of the topic modelling task
use the reference of the research framework of Asmussen and
Mgller [28] with modification in the clean document step.

Fig. 1 Sentiment Analysis and Topic Modelling Steps

These stages are combined with the preprocessing step
when conducting sentiment analysis for efficiency. Fig. 1.
shows the results of improvements for this study.

IV. ANALYSIS AND RESULTS

A. Data Scrapping

Twitter data retrieval is done using the Tweepy library.
Tweet data retrieval is carried out every week according to
the limits of the Twitter API, with the keyword 'line bank'.
The results of scraping tweet data are then stored in a
spreadsheet file. The second social media data, Instagram
comments data, were obtained ng the Instag
Comments-Scraper library. The results of scraping the
comment data obtained are in the form of a spreadsheet file
for each Instagram post. The data is combined into a single
file consisting of username data and comment content.
Based on the scraping process of the two social media, there
were 4257 Twitter tweets and 1930 Instagram comments.

B. Data Labelling

Results of scraping Twitter data and subsequent
Instagram comments manually labelled sentiment by three
students who are digital bank users and have proficiency in
Bahasa. Labelling is divided into data with positive
sentiment (expressed by 'P') or negative (expressed by 'N').
Each data will then be determined as the final label based on




the most labels obtained. Tweets with positive labels were
collected as many as 3894 and negative labels as many as
363. In contrast, positive comments from Instagram were
obtained, as many as 276 comments and 1654 negative
comments.

C. a Atrributes Punctuation Numbers and Whitespaces

Removal

The first stage of data processing is to delete data
attributes often found in social media data, such as links,
hashtags, usernames, mentions, and the description of 'RT',
which represents retweets. The deletion is done with the
re.sub() library, which replaces word patterns based on regex
with empty strings. Existing punctuation marks other than
those contained in the unique attributes of social media data
will then be deleted based on the list of punctuation marks
in the string punctuation. The script works the same way as
the previous process, which replaces punctuation marks with
empty strings. The process of deleting numbers is done by
using the script "\d+" to find one or more digits which are
the leted.

D. Case Folding

Case folding is changing letters to non-capital to prevent
calculating the same word but having a different
capitalization [29]. The data resulting from the next step is
then capitalized to be non-capital using the str.lower()
function.

E. Convert Emoji

Changing the emoji is done by using anemot library that
will convert the emoji into keywords that describe the emoji.
Research only divides emoji pool changes into 'sad' and
"happy' words [29].

F. Tokenize

The tokenization stage is a step to break the ex
sentences into smaller units. In the case of social media data,
it will be broken down into word-for-word [30] using the
string library's split() function.

(. Text Normalization

The normalization process works by mapping some
words, such as informal words or abbreviations (slang), to
become standardized formal word forms [31]. This study
uses a dictionary according to the KBBI standard, which is
then mapped according to the dictionary.

H. 1ove Stop Words

Stop words are a collection of words that are very often
found in a sentence and can make other more relevant words
uncountable [29]. Some words included in stop words will
be deleted using the nltk library in Bahasa to get more
relevant data.

1. Stemming

Each existing word will be changed to its basic word
based on conformity with the Indonesian language rules
[29]. The word then changes using the StemmerFactory
function from the literary library.

J. Split Data

Before starting the modelling process, all data that has
gone through the preprocessing stage is separated into
several parts. In the first step. data from each social media

will be separated by 80%. Furthermore, the two data from
social media will be combined into training and validation
data. The second data split process will lea 20% of each
social media and then use it as testing data to test the model
on the new data. The training and validation data collected
was 3406 on Twitter and 1544 on Instagram. The first data
split process also generates 20% of data for model testing on
each social media. which are 851 on Twitter and 386 on
Instagram. The second data split process divides the
combined results of llﬂiocial media data from the previous
process by dividing 80% for training data and 20% for
validation data. The split process uses the train_test_split
function. The data training collected was 3960, and 990 data
were collected for validation. The data separation is divided
based on negative and positive sentiments for the topic
modelling task. The combined data comes from the
combined Twitter and Instagram data. There are 4170 data
with positive sentiment and 2017 data with negative
sentiment.
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K. Create TF-IDF (Term Frequency-Inverse Document
Frequency)

The Term Frequency-Inverse Document Frequency
(TF-ID@ a word weighting method from the dataset.
TF-IDF process is required to convert text data into a word
matrix and its weight so that the algorithm can process it
[32]. Words that appear less frequently will get a higher
score and are considered more relevant, and words that
occur too often will be reduced because they are
considered less relevant [33]. TF-IDF is divided '111[()
processes: the calculation of the frequency of words in a
document divided by the nuner of words in the document
(TF). The IDF stage is when words are given weights based
on the logarithmic calculation of the number of documents
divided by the number of documents containing the word
[34]. After the TF-IDF process, the classification model is
also made using the pipeline. Parameters tested for
modelling using MultinomiaINB() are alpha of 001,001,
and 0.001.

L. Model Selection

The classification model is also made using the pipeline
after the TF-IDF process. Parameters tested for modelling
using Mullin()mi;B() are alpha of 001, 0.01, and 0.001.
Determination of the best parameters for TF-IDF and Naive
Bayes modelling is done using the GridSearchCV function,
with a total of five cross-validations, on the training data.
The results of the parameter determination process show that
the max_df (TF-IDF) parameter has a value of 0.75,
ngram_range (TF-IDF) has a value of (1,2), and alpha
(MultinomialNB) has a value of 0.1.

M. Model Evaluati

In determining the performance of the classification
model, the F1 score will be used to measure performance for
an unbalanced amount of data per label [35]. The accuracy,
precision, and recall values will be used to analyze its
performance based on the confusion matrix. Thetiment
cla: on process stops at this step after the entire
Ee,ss is repeated for each social media data. Tithh()WS
the model's performance value on the validation data from
the dataset. Fig. 2. show the results of the model's
performance value.

nd Analysis




Table 1 — Model Performance

Dataset Precision Recall Accuracy F1-
Score

Two social media 0.839 0.841 0841 0837

Data testing 0.856 0.872 0872 0863

(Twitter)

Data testing 0.852 0.733 0733 0775

(Instagram)

‘ ‘Corhruan Matr W Data f8.3) Carhvun s

Fig. 2 Confusion Matrix on Validation Data and Test Data

In data validation, there are six hundred seventy-six data
with positive sentiment and three hundred fourteen data with
negative sentiment. Seven hundred sixty-four data with
positive and eighty-seven with negative sentiments were
produced from testing data with Twitter sources. In testing
data with Instagram sources, forty-six data with positive and
three hundred forty with negative sentiments. Those show
that Twitter produces data with the most positive sentiment.
In contrast, Instagram has data with the most negative
sentiments.

N. Set Parameters for LDA

The LDA algorithm requires palmm@i before starting
the modelling stage, namely the optimal number of topics to
be generated. A more significant number of issues usually
indicates a more complex topic, while a small number of
topics indicates a more general topic [28]. In addition, the
parameters prepared are data in the form of a dictionary,
corpus, and bag of words that consider n-grams. The first
step in topic modelling is to prepare data for the LDA
algorithm, creating a dictionary, corpus, and bag of words.
Function phrases from the gensim library are used to detect
the presence of phrases that often appear but consist of more
than one word; then converted into a single unit. Making the
bag of words format is done with the doc2bow function and
the Dictionary function to convert bigram data into a
dictionary.

0. Cross Validation for LDA

The cross-validation stage was performed to ensure that
theE§delling performed with the LDA algorithm resulted
in the optimal number of topics [28]. The process of
validating the ()Eml number of topics will use a coherence
value, where the level of similarity between words
incorporated in one topic is described in this value [36]. The
greater the coherence value, the better the resulting topic
represents the d nt [37]. The highest coherence value
is used from the number of topics to get the optimal number
of topics for topic modelling. The coherence value is
calculated using the CoherenceModel function with the
coherence value parameter value 'c_v'. A cross- validation
process was performed to get the coherence value from each
number of topics. The process is repeated on the test on 75%

of the data and 100% or all of the data. The topic range is
determined from 2 topics to 10 topics [24]. The parameters
and coherence values obtained will then be stored in the data
frame for visualization purposes.

P. LDA Topic Modeling and Evaluation

Making a topic modelling model with LDA is done using
the best parameters obtained )m the previous stage, then
implemented on social media data that has gone through the
preprocessing stage. The topic will be determined based on
the data per sentiment label so that the main topics on the data
with positive and negative sentiments can be identified. This
stage resulted in four topics with positive sentiments with a
coherence value of 0426279, Hcmver, on topics with
negative sentiments, there are five topics with a coherence
valygof 0397232,

Q. Topic Visualization

The results of the topic modelling process will be
visualized by displaying a list of topics along with graphs
using the Python pyLDAVIs library. The main display on
the graph is an inter-topic distance map that can be used
interactively or not statically [38]. If the cluster map
visualization is focused on one of the topics, the bar chart
will change according to the frequency of words in the
selected topic. Vis ation using pyLDAVis can add to
understanding the resulting topic results [38]. The results of
the topic modelling show a total of nine topics. There are four
topics with positive sentiment and five topics with negative
sentiment.

Four topics with positive sentiments are:

Topic 1: 36.7% of Line Bank's social media data discusses
administration fees and free transfer fees

Topic 2: Integration with digital banking platforms or other
payment methods covered 36.6% of social media data

about Line Bank

Topic 3: 14.7% of social media data discusses Line Bank
physical cards, which have different designs from the
usual bank cards in a positive way. Based on the data
obtained, the design of the Line Bank’s card is
considered funny

12.1% of the data discusses Line Bank features which are
easy tounderstand and fastapplication performance.

Topic 4:

Five topics with negative sentiments are:

Topic 1: 30% of social media data discusses obstacles when
opening a Line Bank account.

Topic 2: Old physical card creation and problems related to card
status change is discussed in as much as 24.9% of the

data

Topic 3: Promotional act
and are discussed

ies carried out by Line Bank often fail
213% of its social media data

as much as 14.2% of social media data with negative
sentiments discusses obstacles and errors that occur
when transactions

Topic 4:

Topic 5 9.7% of social media data discusses customer service
performance that is considered flawed.




Table 2. Comparison of model evaluation results

Authors Algorithms
Naive Bayes SVM
Accuracies Fli-Scores Accuracies Fl-Scores
Kristiyanti et al. 0.94 094 0.755 089
Arora et al 0.7944 0.794 0.7933 0.7907
Milenia et al. (author) 0.872 0.863 - -

Table 3. Comparison of data amount and preprocessing method

Authors Accuracies F1- Data Training Data Pre-processing Method
Scores
Positive Negative
Kristiyanti et 054 0.94 100 100 Tokenization, use 2-grams, remove punctuation

al. and numbers, 10-fold cross-validation.

Aroraet al 0.7944 0.794 500 300 Tokenization, remove HTML markups, convert
number digits to 'NUMBER', and punctuations to
'SYMBOL', and remove less frequent words.
Milenia et al. 0.872 0.863 T4 87 Remove punctuations, numbers, whitespaces,
(author) case folding, stop words, convert emoyji,
tokenization, normalization, stemming, 5-fold
cross-validation, use 1-3-grams.
Table 4. Comparison of coherence values with previous research
Authors Coherence  Topics Data Pre-processing Method
Values Sources
Qomariyah et al 0.1376 4 Twitter Remove punctuations, stop words, case
folding, stemming, tokenization
Cheng & Sharmayne 04308 7 Review from Remove punctuations, stop words, case
Playstore folding, and lemmatization.
Milenia et al. (author) 0426279 4 Twitter and Remove p ions. numbers, )
Instagram case folding, stop words, convert emoji,
ion, normalization, i
Sentiment Prediction Results
100.00%
75.00%
70.73%
50.00%
25.00%
0.00%
Twitter Instagram
mPositive  m Negative
27

Fig. 3 Amount of Predicted Data based on Sentiment




V. DISCUSSION

Based on the evaluation results in Table 2, the value of
the metr lected for the model will be used to compare
with the results of previous research on sentiment analysis
[14][39]. Table 2 provides information on comparing the
evaluation Its of the model for the same task, namely
sentiment E\ ation of social media data, by
comparing the Naive Bayes algorithm and the Support
Vector Machine (SVM). Both slu(mc(mcluded that the
Naive Bayes algorithm is superior based on the accuracy
value and F1 score. The findings align with this research
result, where the Naive Bayes algorithm also has a high
accuracy value and F1 score.

tudy resulted in a higher value than Arora et al.
[39], with an accuracy value of 0.872 and the F1 score of
0.863. Both studies use a balanced amount of data for each
sentiment label. However, this study uses unbalanced data
on each sentiment. Then, the research also goes through
different E:moessiug stages so that it can affect the
results of the model's performance. Table 3 compares the
training data and preprocessing methods between the three
studies [14], [39]. Fig. 3. shows the amount of data based
on sentiment prediction. Data from Twitter has more
positive sentiment tweets, with a percentage of 92 48%.

On the contrary, the data on Instagram has the highest
number of negative sentiments, which is % . The
positive things the digital bank has carried out can be seen
from the results of the topic modelling task. The optimal
number of topics has been evaluated, and a coherence
value of 0.426279 is obtained on topics with positive
sentiment. Table 4 compares coherence values with the
research of Qomariyah et al. [20] and Cheng & Sharmayne
[23]. This study has a higher coherence value than
Qomariyah et al. [20]. However, this study has a lower
coherence value than Cheng & Sharmayne study [23].

On the one hand, the results of topic modelling on the
positive sentiment dataset show a discussion of the features
provided by Line Bank, such as integration with external
platforms and the application of free administration and
transfer fees. Another topic also discusses cute physical
card designs so that Line Bank's image becomes positive
on social media. The ease of users' understanding and the
speed of response from the features provided also get a
positive response. On the other hand, topics with negative
sentiments indicate the need for improvement in customer
service in  handling account openings, transaction
settlement  performance, and the availability of
information regarding certain promotional activities.

VI. CONCLUSION
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Sentiment analysis and topic modelling using s@
media data from a digital bank in Indonesia using the
Naive Bayes algorithm and Latent Dirichlet Allocation has
been successfully carried out. On Twitter data prediction
results, a lot of positive sentiment data is gathered that
contains the general opinion of Twitter users regarding the
digital bank. The results of the data prediction from
Instagram are more of a negative sentiment because it is a
place for digital bank customers who experience service
problems or dissatisfaction. The data sentiment
classification results show that the Naive Bayes algorithm
obtains a relatively good F1 score of 0.863. The topic

modelling process using the Latent Dirichlet Allocation
(LDA) algorithm receives the optimal number of topics of
four topics in the dataset with positive sentiments and five
topics with negative sentiments. The resulting coherence
value is 0.426279 with positive sentiment and 0.397232
with negative sentiment.

Limitation

The present study is circumscribed by a limited scope, as
its findings are solely derived from an investigation into one
specific digital bank operating in the Indonesian context.
Consequently, the generalizability of the results is inherently
constrained, and they may not be applicable to other digital
banking institutions or alternative geographic locations.

Moreover, this study employs unbalanced data on each
sentiment, meaning that the sample sizes for positive,
negative, and tral sentiments are not of equal size.
Consequently, caution must be exercised in interpreting the
findings, as the skewed data may not accurately reflect the
sentiments of the broader population.

Future Research

The present study offers an analysis of digital banks
using a specific set of algorithms. However, it
for future scholars to expand the scope of inwvi
considering additional digital banks and pifizing alternative
algorithms. By doing so, future research will contribute to a
more comprehensive understanding of the digital banking
industry.
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