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PERBANDINGAN ALGORITMA ANN DAN DECISION TREE 

UNTUK KLASIFIKASI DATA DIABETES PIMA INDIANS 

 Muhammad Yorri Afarlin 

ABSTRAK 

 

Diabetes merupakan penyakit kronis yang dapat menurunkan kualitas hidup 

dan berpotensi meningkatkan beban biaya perawatan apabila tidak terdeteksi 

sejak dini. Penelitian ini bertujuan membandingkan kinerja dua algoritma 

klasifikasi, yaitu Artificial Neural Network (ANN) dan Decision Tree, untuk 

memprediksi status diabetes menggunakan data klinis tabular. Dataset yang 

digunakan mengacu pada Pima Indians Diabetes Dataset yang berisi delapan 

variabel prediktor numerik, meliputi Pregnancies, Glucose, BloodPressure, 

SkinThickness, Insulin, BMI, DiabetesPedigreeFunction, dan Age, dengan 

target biner Outcome. Tahapan penelitian mengikuti kerangka CRISP-DM 

yang mencakup pemahaman masalah, pemahaman data, persiapan data, 

pemodelan, dan evaluasi, pada tahap persiapan data dilakukan penanganan 

nilai nol yang tidak realistis secara fisiologis pada beberapa variabel dengan 

pendekatan imputasi median, serta pembagian data secara terstratifikasi 

menjadi data pelatihan, validasi, dan pengujian. Pemilihan ANN didasarkan 

pada kemampuannya mempelajari pola nonlinier antarvariabel klinis, 

sedangkan Decision Tree dipilih karena interpretabilitasnya melalui aturan 

keputusan yang mudah ditelusuri. Hasil evaluasi pada data pengujian 

menunjukkan Decision Tree mencapai akurasi 0,8292, sedangkan ANN 

mencapai akurasi 0,7458, sehingga pada konteks data yang digunakan 

Decision Tree memberikan performa yang lebih baik dan lebih stabil. 

Temuan ini menegaskan bahwa evaluasi model perlu mempertimbangkan 

metrik seperti precision, recall, F1-score, dan confusion matrix, karena 

kesalahan mengklasifikasikan pasien diabetes dapat berdampak pada 

keterlambatan tindak lanjut klinis. 
 

 

 

Kata kunci: diabetes, klasifikasi, Decision Tree, Artificial Neural Network, 

CRISP-DM, evaluasi model, confusion matrix 
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COMPARISON OF ANN AND DECISION TREE ALGORITHMS 

FOR CLASSIFYING THE PIMA INDIANS DIABETES DATASET  

 Muhammad Yorri Afarlin 

 

ABSTRACT (English) 

 

Diabetes is a chronic disease that can reduce quality of life and may lead to 

substantial healthcare costs when it is not detected early. This study aims to 

compare the performance of two classification algorithms, Artificial Neural 

Network (ANN) and Decision Tree, for predicting diabetes status using 

tabular clinical data. The dataset refers to the Pima Indians Diabetes 

Dataset, which contains eight numerical predictors, namely Pregnancies, 

Glucose, BloodPressure, SkinThickness, Insulin, BMI, 

DiabetesPedigreeFunction, and Age, with a binary target variable 

(Outcome). The research procedure follows the CRISP-DM framework, 

including business understanding, data understanding, data preparation, 

modeling, and evaluation, during data preparation, physiologically 

implausible zero values in several variables are handled using median 

imputation, and the data are split in a stratified manner into training, 

validation, and test sets. ANN is selected due to its ability to learn non-linear 

patterns among clinical variables, while the Decision Tree is chosen for its 

interpretability through traceable decision rules. The test evaluation shows 

that the Decision Tree achieves an accuracy of 0.8292, whereas the ANN 

achieves 0.7458, indicating that for the dataset used, the Decision Tree 

provides better and more stable performance. These findings highlight that 

model assessment should not rely solely on accuracy but also consider 

metrics such as precision, recall, F1-score, and the confusion matrix, since 

misclassifying diabetic patients may delay further clinical follow-up. 

 

 
Keywords: diabetes, classification, Decision Tree, Artificial Neural 

Network, CRISP-DM, model evaluation, confusion matrix.  
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