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INFERENCE-LEVEL OPTIMIZATION PADA SISTEM VOICE 

CONVERSATIONAL AI BERBASIS CPU MELALUI METODE 

QUANTIZATION DAN RUNTIME MODEL CONVERSION 

 Kenny Budiarso Lawson 

ABSTRAK 

 

Voice conversational AI semakin dibutuhkan seiring meningkatnya 

kebutuhan pengguna akan interaksi yang alami, efisien, dan bebas kendali 

manual dalam berbagai aplikasi seperti asisten virtual, layanan pelanggan, 

dan sistem edukasi. Namun, arsitektur cascaded yang menggabungkan 

Automatic Speech Recognition (ASR), Small Language Model (SLM), dan 

Text-to-Speech (TTS) masih menghadapi kendala berupa latency tinggi dan 

beban komputasi besar, terutama ketika dijalankan pada lingkungan CPU-

only yang umum digunakan pada server berbiaya rendah maupun perangkat 

lokal. Penelitian ini menerapkan teknik optimasi pada tahap inference tanpa 

melakukan pelatihan ulang model, meliputi konversi model Whisper Small 

menggunakan CTranslate2 dengan INT8 quantization, GGUF quantization 

untuk Gemma 3 1B, serta konversi VITS MMS ke ONNX dengan optimasi 

graf dan static INT8 quantization. Evaluasi dilakukan menggunakan dataset 

Common Voice Indonesian untuk ASR dan kumpulan prompt teks yang 

disusun secara manual untuk SLM dan TTS, dengan metrik pengujian berupa 

Word Error Rate, Character Error Rate, latency, Real-time Factor, 

perplexity, tokens-per-second, dan ukuran model. Hasil penelitian 

menunjukkan bahwa optimasi Whisper menggunakan CTranslate2 INT8 

menurunkan latency sebesar 19,87% dengan peningkatan error rate yang 

minimal; optimasi Gemma menggunakan GGUF Q8_0 menghasilkan 

penurunan latency sebesar 44,85% dan peningkatan throughput 26,78%; 

sedangkan optimasi VITS memberikan percepatan 1,61x dengan penurunan 

latency sebesar 37,74%. Secara keseluruhan, sistem end-to-end mengalami 

penurunan latency sebesar 30,09% dari 19,76 detik menjadi 13,81 detik, 

disertai dengan reduksi ukuran model pada semua komponen, menunjukkan 

bahwa kombinasi teknik optimasi inference-level efektif meningkatkan 

kinerja sistem voice conversational AI pada lingkungan CPU-only. 
 

 

Kata kunci: Cascaded architecture, inference optimization, model runtime 

conversion, quantization, voice conversational AI 
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INFERENCE-LEVEL OPTIMIZATION IN CPU-BASED 

CONVERSATIONAL AI VOICE SYSTEM USING 

QUANTIZATION AND RUNTIME MODEL CONVERSION 

METHOD 

 Kenny Budiarso Lawson 

 

ABSTRACT (English) 

 

Conversational AI is increasingly needed as users need natural, efficient, and 

manual-free interactions in various applications such as virtual assistants, 

customer service, and education systems. However, cascaded architectures 

that combine Automatic Speech Recognition (ASR), Small Language Model 

(SLM), and Text-to-Speech (TTS) still face obstacles in the form of high 

latency and large computational burdens, especially when running in CPU-

only environments commonly used on low-cost servers or local devices. This 

study applies optimization techniques at the inference stage without 

retraining the model, including the conversion of the Whisper Small model 

using CTranslate2 with INT8 quantization, GGUF quantization for Gemma 

3 1B, and the conversion of VITS MMS to ONNX with graph optimization and 

static INT8 quantization. The evaluation was conducted using the Indonesian 

Common Voice dataset for ASR and a manually compiled collection of 

prompt texts for SLM and TTS, with test measurements in the form of Word 

Error Rate, Character Error Rate, latency, Real-time Factor, perplexity, 

tokens-per-second, and model size. The results show that Whisper 

optimization using CTranslate2 INT8 reduces latency by 19.87% with 

minimal increase in error rate; Gemma optimization using GGUF Q8_0 

results in a 44.85% decrease in latency and a 26.78% increase in throughput; 

while VITS optimization provides a 1.61× acceleration with a 37.74% 

decrease in latency. Overall, the end-to-end system experiences a 30.09% 

decrease in latency from 19.76 seconds to 13.81 seconds, accompanied by a 

reduction in model size across all components, indicating that the 

combination of inference-level optimization techniques effectively improves 

the performance of AI conversational voice systems in CPU-only 

environments. 

 

 
Keywords: Cascaded architecture, inference optimization, model runtime 

conversion, quantization, voice conversational AI 
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