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Nicholas Prawira 

ABSTRAK 
 

Penelitian ini berfokus pada pengembangan sistem chatbot multimodal berbasis 
Vision AI, Embedding, dan Small Language Model (SLM) untuk mendukung 
pemahaman gambar edukatif di Desa Wisata Tigaraksa. Pemilihan topik ini 
didasarkan pada kebutuhan guru dan siswa terhadap media pembelajaran visual 
yang tidak hanya menarik tetapi juga mampu dijelaskan melalui teknologi AI. 
Tantangan utama selama proses penelitian meliputi akurasi metadata visual yang 
belum stabil, keterbatasan model vision dalam memahami gambar T2I secara 
mendalam dan risiko halusinasi ketika model bahasa menghasilkan penjelasan 
tanpa konteks yang kuat. 

Untuk mengatasi kendala tersebut, diterapkan pipeline Vision → Embedding → 
Retrieval-Augmented Generation (RAG) → SLM. BLIP digunakan untuk 
menghasilkan caption dan deskripsi visual, OCR untuk mengekstraksi teks dalam 
gambar, serta Sentence Transformer untuk embedding yang disimpan dalam 
Supabase Vector. Seluruh metadata ini menjadi dasar retrieval sebelum diproses 
oleh SLM GPT-OSS 20B melalui Groq API sehingga respons yang dihasilkan 
tetap faktual, aman dan sesuai konteks pembelajaran. 

Melalui pendekatan ini, penelitian berhasil menghasilkan prototipe chatbot 
edukatif yang mampu membantu guru dan siswa memahami gambar dengan lebih 
baik, sekaligus memberikan kontribusi dalam pengembangan media pembelajaran 
berbasis AI di lingkungan desa. 

 
Kata kunci: Vision AI, Embedding, RAG, Small Language Model, Chatbot 
Multimodal. 
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IMPLEMENTATION OF VISION LANGUAGE MODEL,  

EMBEDDING, AND SMALL LANGUAGE MODEL FOR 

UNDERSTANDING EDUCATIONAL IMAGES IN 

TIGARAKSA TOURISM VILLAGE 

Nicholas Prawira 

 

ABSTRACT (English) 

 
 

This  project focuses on developing a multimodal chatbot powered by Vision AI, 
Embedding, and a Small Language Model (SLM) to support the understanding of 
educational images in Desa Wisata Tigaraksa. This topic was chosen to address 
the need among teachers and students for visual learning materials that are not 
only engaging but can also be automatically interpreted and explained through 
AI. Several challenges emerged during implementation, including inconsistent 
visual metadata accuracy, the limited ability of vision models to fully understand 
T2I-generated images, and the potential for hallucination when language models 
generate responses without adequate contextual grounding. 

To overcome these issues, the study implemented a complete Vision → Embedding 
→ Retrieval-Augmented Generation (RAG) → SLM pipeline. BLIP was used to 
generate captions and visual descriptions, OCR extracted textual elements within 
the images, and Sentence Transformer produced embeddings stored in Supabase 
Vector. These metadata components served as retrieval evidence before being 
processed by the GPT-OSS 20B SLM through the Groq API, ensuring that the 
final responses remained factual, safe, and aligned with educational context. 

This approach resulted in an educational chatbot prototype capable of assisting 
teachers and students in understanding images more effectively, contributing to 
the advancement of AI-based learning tools within the village learning 
environment. 

Keywords: Vision AI, Embedding, RAG, Small Language Model, Multimodal 
Chatbot 
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